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Abstract

We address the problem of prediction in the classical spatial autoregressive lag model for areal data. In contrast with the spatial econometrics literature, the geostatistical literature has devoted much attention to prediction using the Best Linear Unbiased Prediction approach. From the methodological point of view, we explore the limits of the extension of BLUP formulas in the context of the spatial autoregressive lag models for in sample prediction as well as out-of-sample prediction simultaneously at several sites. We propose a more tractable “almost best” alternative. From an empirical perspective, we present data-based simulations to compare the efficiency of the classical formulas with the best and almost best predictions.
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1 Introduction

Whereas prediction is a basic concern in geostatistics (Cressie, 1990), it has not been paid as much attention in the econometrics literature. Bivand (2002) recognizes the importance of the question: “Prediction for new data ... is a challenge for legacy spatial econometric models, raising the question of what a BLUP (best linear prediction) would look like”. Kato (2008) explores the best linear prediction problem in the framework of spatial error models. In the context of spatial lag models, other authors (LeSage and Pace (2004), Pace and LeSage (2008), Kelejian and Prucha (2007), Pace and LeSage (2008), Bennet, Griffith and Haining (1989)) have addressed some aspects of this question and we will summarize their contribution in section 2.

We first present the different types of prediction situations encountered according to whether we predict at a sample unit or an out-of-sample one and to whether
one or several points are predicted simultaneously. To motivate the need for out-of-sample prediction, let us present the context of a case study in Lesne et al. (2008). Until 1999, the French population census was exhaustive and realized by the French statistical institute (INSEE) approximately every ten years. Since 2004, this exhaustive census has been replaced by a census survey which consists in annual samples and delivers an up-to-date information. In particular, the communes with less than 10000 inhabitants at the 1999 census (called small communes) are sampled exhaustively every five year at the rate of one fifth per year. The sampling design of these small communes is stratified by region and inside each region, the small communes are partitioned into five rotational groups by using a balanced sample design taking into account some auxiliary socio-economics variables given by the 1999 census. Between 2004 and 2009, polling organizations needed an estimate of the population for all the small communes and of its evolution since the previous complete census of 1999. The population of all the small communes would not be delivered by the INSEE before 2009 but data sets containing the population of the two first rotational groups, corresponding to 2004 and 2005, were already known and could be used to predict the population of the other three rotational groups. In that case, out-of-sample prediction formulae were necessary for spatial models. Figure 1 presents the positions of the spatial units where population data was available at the time of this case study.

![Figure 1: Spatial units where population data was available at the time of this study](image)

We first review the classical prediction formulae encountered in the literature for the spatial simultaneous autoregressive (SAR or LAG depending on authors) models. Then we recall how best linear unbiased prediction (BLUP) can be done in the framework of these models using an adapted formulation of the Goldberger formula.
We introduce several alternatives to this formula and finally demonstrate that the simple formulas classically implemented in usual softwares can thus be improved upon substantially.

2 State of the art about best prediction in spatial autoregressive lag models

2.1 Models and prediction situations

We consider prediction in the classical homoscedastic spatial autoregressive lag model (LAG model hereafter). Given a spatial weight matrix $W$, this model can be written

$$Y = \rho W Y + X \beta + \epsilon,$$

where $\epsilon \sim \mathcal{N}(0, \sigma^2 I)$. In reduced form, this is equivalent to

$$Y = (I - \rho W)^{-1} X \beta + (I - \rho W)^{-1} \epsilon.$$

Let us recall a few classical facts about this model. The mean of $Y$ in this model is given by

$$\mu = (I - \rho W)^{-1} X \beta$$

and its covariance structure by

$$\Sigma = [(I - \rho W')(I - \rho W)]^{-1} \sigma^2,$$

The precision matrix $Q$ is then easily derived

$$Q = \Sigma^{-1} = \frac{1}{\sigma^2} (I - \rho W')(I - \rho W)$$

If $\rho$ is known, the best linear unbiased estimator (BLUE) of $\mu = (I - \rho W)^{-1} X \beta$ is $\hat{\mu} = (I - \rho W)^{-1} X \hat{\beta}$.

We will distinguish two types of prediction situations: the in-sample and out-of-sample cases. In the in-sample prediction problem, we have $n$ spatial units for which we observe the dependent variable $Y$ as well as the independent variables $X$ and we want to predict the value of $Y$ at the observed sites after fitting the model which is the same as computing the fitted value of $Y$. These predicted values can be used for example to compute a goodness of fit criterion. This situation is illustrated in the left part of Figure 2. In the out-of-sample case, we have two types of spatial units: the in-sample units for which we observe the dependent variable $Y_S$ as well as the independent variable $X_S$ and the out-of-sample units for which we only observe the independent variable $X_0$ and we want to predict the variable $Y_O$ from the knowledge of $Y_S, X_S$ and $X_O$. This situation is illustrated in the right part of Figure 2. In the out-of-sample case, we will further distinguish according to the number of spatial units to be predicted simultaneously: if there is only one such unit, we will talk about a single out-of-sample prediction case, otherwise about a multiple out-of-sample prediction case.
2.2 Submodels for in-sample and out-of-sample units

We need to relate the model driving the in-sample units to the out-of-sample ones and we assume there is an overall model driving the in- and out-of sample units. As in Kato (2008), we partition $X$ and $Y$ in $X = (X_S, X_O)$ and $Y = (Y_S, Y_O)$ where $X_S$ (resp $Y_S$) denote the vector of components of $X$ corresponding to in-sample spatial units and $X_O$ (resp $Y_O$) denote the vector of components of $X$ corresponding to out-of-sample spatial units. Let $n_O$ and $n_S$ denote respectively the number of out-of sample and in-sample units with $n = n_O + n_S$. Similarly, we partition the spatial weights matrix $W$ as follows

$$W = \begin{pmatrix} W_S & W_{SO} \\ W_{OS} & W_O \end{pmatrix}, \quad (5)$$

where

- $W_S$ is the $n_S \times n_S$ submatrix corresponding to the neighborhood structure of the $n_S$ in-sample sites,
- $W_O$ the $n_O \times n_O$ submatrix corresponding to the neighborhood structure of the $n_O$ out-of-sample sites,
- $W_{OS}$ the $n_O \times n_S$ submatrix indicating the neighbors of the out-of-sample units among the in-sample units
- $W_{SO}$ the $n_S \times n_O$ submatrix indicating the neighbors of the in-sample units among the out-of-sample units.
We assume that there is a model corresponding to (1) with a normalized matrix \( W \) for the \( n \) observations of \((X, Y)\) and that the sub-model \( M_S \) driving the vector \( X_S, Y_S \) corresponding to the sample units has the same expression but using sub-matrix \( W_S \) renormalized. This natural assumption leads to two constraints: one comes from the mean \(( (I - \rho W)^{-1} X )_S = (I - \rho W_S)^{-1} X_S \) and the other comes from the variance \(( \text{var}(Y) )_S = \text{var}(Y_S) \). It is important to note that while a corresponding decomposition of the precision matrix is easily derived from (4), the covariance matrix for sub-model \( M_S \) on the other hand is not an extraction of \( \Sigma \) because of the inversion in formula (3).

2.3 Classical prediction formulas

2.3.1 Goldberger formula

Goldberger (1962) proposed a formula for prediction in the framework of a general linear model \( Y = \mu + V \) with known \( V \). It is well known that

\[
E(Y_O \mid Y_S) = E(Y_O) + \text{Cov}(Y_O, Y_S) \text{Var}(Y_S)^{-1} (Y_S - E(Y_S))
\]

and the Golberger formula (1962) gives the BLUP

\[
Y_O^* = \hat{\mu}_O + \text{Cov}(Y_O, Y_S) \text{Var}(Y_S)^{-1} (Y_S - \hat{\mu}_S),
\]

where \( Y_O^* = \Lambda Y_S \) minimizes \( E(Y_O^* - Y_O)^2 \) under the constraint that \( E(Y_O^* - Y_O) = 0 \) and where \( \hat{\mu}_O \) and \( \hat{\mu}_S \) are estimators of respectively \( E(Y_O) \) and \( E(Y_S) \). In practice, one does not know \( V \) (i.e. \( \rho \) in the LAG model) and needs to replace it in the formula by an estimator. To simplify, by a slight abuse of language, we will call the ensuing predictor BLUP as well since the theoretical BLUP has no practical interest. It is the application of this formula which has given rise to the famous Kriging predictor in geostatistics. In fact Golberger (1962) gave the formula for a set \( O \) reduced to a point but the formula remains true for a set of points \( O \). In that case the problem is to find \( Y_O^* = \Lambda Y_S \) minimizing \( \text{Tr}(E(Y_O^* - Y_O)(Y_O^* - Y_O)^{\prime}) \) under the constraint that \( E(Y_O^* - Y_O) = 0 \) where \( \Lambda \) is a matrix. Note that the matrix formulation is equivalent to applying the Goldberger formula one point at a time.

2.3.2 In-sample prediction

In an ordinary linear model which is model (1) for \( \rho = 0 \), the best linear unbiased predictor (BLUP) of \( Y_S \) coincides with the best linear unbiased estimator (BLUE) of \( \mu \) and is given by

\[
\hat{Y}_S^T = X_S \hat{\beta} = \hat{\mu},
\]

where \( \hat{\beta} \) is the estimator of \( \beta \) calculated by fitting the model with in-sample units. One could imagine using this predictor in a LAG model and we would call it the “trend predictor.”

Based on the equality between BLUE and BLUP for the OLS model, it is then easy and natural to imagine a predictor for the general case \( \rho \neq 0 \) which we will call the
“trend corrected predictor” given by
\[
\hat{Y}^{TC} = (I - \hat{\rho}W)^{-1}X\hat{\beta},
\]
(7)
where \(\hat{\beta}\) and \(\hat{\rho}\) are the estimators of \(\beta\) and \(\rho\) calculated by fitting the model with in-sample units. This predictor is used for example in the LeSage matlab toolbox for computing the in-sample predicted values. Note however that this one does not possess any kind of optimality property.

Another predictor introduced by Haining (1990) and detailed by Bivand (2004) is given by
\[
\hat{Y}^{TS} = X\hat{\beta} + \hat{\rho}WY
\]
(8)
Thereafter, we call this predictor the “trend-signal-noise” predictor. This one is used in the Bivand R package \texttt{spdep}. Note that if \(\hat{\rho} = 0\), then these three predictors are all equal.

If we had \(\hat{\rho} = \rho\) and \(\hat{\beta} = \beta\), we would get
\[
\mathbb{E}(\hat{Y}^{TC}) = \mathbb{E}(\hat{Y}^{TS}) = \mathbb{E}(Y)
\]

Another version of the Goldberger formula used in the framework of conditional autoregressive CAR models (see for example Guyon and Gaetan (2008) for in-sample prediction is the following
\[
\hat{Y} = \mu - \text{Diag}(Q)^{-1}[Q](Y - \mu)
\]
(9)
where \(\text{Diag}(Q)\) denotes the diagonal matrix containing the diagonal of the precision matrix \(Q\) and \([Q] = Q - \text{Diag}(Q)\). Again, in practice, \(\rho\) is unknown and must be substituted by \(\hat{\rho}\).

In the framework of the LAG model, the same arguments yield the following version of Goldberger formula
\[
\hat{Y}^{BP} = (I - \rho W)^{-1}X\hat{\beta} - \text{Diag}(Q)^{-1}[Q](Y - (I - \rho W)^{-1}X\hat{\beta}),
\]
(10)
where \(Q = \frac{1}{\sigma^2}(I - \rho W_i^2)(I - \rho W_i)\). Note that since this second version of Goldberger is based on the precision matrix rather than the covariance matrix, it should be preferred to the first one for the LAG model. Using a coordinate formulation rather than a matrix form, this formula is equivalent to
\[
\hat{Y}^{BP} = \hat{\mu}_i - \sum_{j=1,j\neq i}^{n} \frac{q_{ij}}{q_{ii}}(Y_j - \hat{\mu}_j),
\]
(11)
where \(q_{ij}\) is the \((i,j)\) element of matrix \(Q\) and \(\hat{\mu}_i\) are the components of \(\hat{\mu}\) given by (6).
2.3.3 Out-of-sample prediction

The trend-signal-noise predictor $\hat{Y}_{TS}^{T}$ cannot be defined in the case of out-of-sample prediction since it requires some values of $Y_0$ which are unobserved. However in the case of a single prediction it is possible to compute it because of the zeros on the diagonal of $W$.

The trend-corrected strategy can be applied here because it only involves the values of $X$ for the out-of-sample units

$$\hat{Y}^{TC} = (I - \hat{\rho}W)^{-1}\hat{\beta}X = \left(\begin{array}{c} \hat{Y}^{TC}_S \\ \hat{Y}^{TC}_O \end{array}\right)$$

(12)

and

$$\hat{Y}^{TC}_O = -(D - CA^{-1}B)^{-1}CA^{-1}X_S\hat{\beta} + (D - CA^{-1}B)^{-1}X_O\hat{\beta}$$

(13)

for $(I - \hat{\rho}W) = \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \begin{pmatrix} I_{n-p} - \hat{\rho}W_S & -\hat{\rho}W_{SO} \\ -\hat{\rho}W_{OS} & I_p - \hat{\rho}W_O \end{pmatrix}$


3 Out-of-sample prediction: extensions and new proposals

3.1 Another formulation of Goldberger formula for LAG models

For out-of-sample best prediction, if we first concentrate on the case of single prediction, formula (11) can be applied with the precision matrix $Q$ corresponding to the sample units augmented with the point to predict.

In the case of out-of-sample best prediction, Harville (1997) derives a Goldberger formula written in terms of inverse matrix $Q$, similar to the prediction formula for markov gaussian vector field of Rue (2005, page 31). As Pace and LeSage (2008) point out, it is based on the fact that $Cov(Y_O, Y_S)Var(Y_S)^{-1} = -Q_O^{-1}Q_{OS}$, which arises from expressing that the partitioned matrix $Q$ is the inverse of the partitioned matrix $Var(Y)$. The Goldberger formula can thus be expressed in terms of precision matrices as follows

$$\hat{Y}^{BP}_O = \hat{Y}^{TC}_O - Q_O^{-1}Q_{OS} \times (Y_S - \hat{Y}^{TC}_S)$$

(14)

with

$$Q = I - \rho(W' + W) + \rho^2W'W = \begin{pmatrix} Q_S & Q_{SO} \\ Q_{OS} & Q_O \end{pmatrix}$$
Let us note that the matrix to invert is $Q_O$ and has the size of the number of out-of-sample units whereas in the first version of the Goldberger formula, the size of the matrix to invert is equal to the number of in-sample units. If the size of the matrix to be inverted is a crucial point, then using the precision formula instead of the variance one can help.

### 3.2 Extension of the Kelejian-Prucha predictor

We first propose to generalize the Kelejian-Prucha approach to multiple prediction where $Y_O$ is predicted by linear combination of $W_{OS}Y_S$ instead of $Y_S$. Golberger formula gives the best predictor as

$$\hat{Y}_O^{BPW} = \hat{Y}_O^{TC} + \Sigma_{OS}W'_OS(W_{OS}\Sigma_{S}W'_{OS})^{-1}(W_{OS}Y_S - W_{OS}\hat{Y}^{TC}_S) \quad (15)$$

However we believe that it is unlikely in practical situations that one has the information about the linear combination of neighboring values $W_{OS}Y_S$ without having the entire knowledge of $Y_S$. Moreover, formula (15) is not simpler to compute than the best prediction given by formula (14): the size of the matrix to invert is equal to the number of out-of-sample units.

For this reason, we propose the following alternative which consists in using the Harville formula for a case where the set $S$ is replaced by $N$ where $N$ is the set of all sites in $S$ which are neighbors in the sense of $W$ of at least one site in $O$. The idea is to use only the neighbors of the out-of-sample sites (the ones in in $O$) in order to predict. Let $J$ be the set of such indices and $n_J$ its size. Let $W^{\{J,O\}}$ be the neighborhood matrix for sites which are in $S$ or $J$.

$$W^{\{J,O\}} = \begin{pmatrix} n_J & n_O \\ W_J & W_{JO} \\ W_{OJ} & W_O \end{pmatrix} \uparrow n_J \quad \uparrow n_O$$

The corresponding partition of the precision matrix corresponding to sites in $\{J,O\}$ is

$$Q_{\{J,O\}} = I_{n_J+p} - \hat{\rho}(W_{\{J,O\}} + W'_{\{J,O\}}) + \hat{\rho}^2(W'_{\{J,O\}}W_{\{J,O\}}) = \begin{pmatrix} Q_J & Q_{JO} \\ Q_{OJ} & Q_O \end{pmatrix}$$

and thus we get the following predictor

$$\hat{Y}_O^{BN} = \hat{Y}_O^{TC} - Q_O^{-1}Q_{OJ}(Y_J - \hat{Y}_J^{TC})_J. \quad (16)$$

The advantage of this predictor lies in the fact that it reduces the computational burden since the size of the matrix $Q_{OJ}(Y_J - \hat{Y}_J^{TC})_J$ is $n_O \times n_J$ instead of $n_O \times n_S$. If we were using the Goldberger formula, the new predictor would be written
\[ Y_O^{BPN} = \hat{Y}_O^{TC} + Cov(Y_O, Y_J)V ar(Y_J)^{-1}(Y_J - \hat{Y}_J^{TC}), \]

Clearly the new predictor is not optimal, but one can hope it has some almost optimality behavior. Our proposition can be related to the classical “kriging with moving neighborhood” which is often used in geostatistics. In the same spirit, Kato (2008) considers the feasible generalized least square predictor in the framework of SEM models. Note that because of the links between \( W \) and \( Q \), if we consider \( W^W \)-neighbouring, that is order 2 \( W \)-neighbouring, the predictor will be optimal and is equal to the predictor with \( Q \)-neighbours. Indeed the reason is that if we look at prediction with a set of \( Q \)-neighbours then it means that \( Q \) can be written:

\[
Q = \begin{pmatrix}
Q_{S,J} & 0 \\
0 & Q_{\{J,O\}}
\end{pmatrix}
\]

and thus \( Q_O^{-1}Q_{OS} \times (Y_S - \hat{Y}_S^{TC}) \) is equal to \( Q_O^{-1}Q_{\{J,O\}} \times (Y_{\{J,O\}} - \hat{Y}_{\{J,O\}}^{TC}) \) and therefore is optimal.

### 3.3 Alternative: back to single prediction

Because the single prediction formulas are simpler, when \( p \) out-of-sample units have to be predicted, we propose to apply the “single out-of-sample” formula to each of the out-of-sample unit separately, ignoring at each stage the remaining \( p - 1 \) units. This allows also to include the Trend-signal strategy which exists out-of-sample only in the single prediction case. This leads us to defining alternatives of each of the five predictors \( \hat{Y}^{TC}, \hat{Y}^{TS}, \hat{Y}^{BP}, \hat{Y}^{BPW} \) and \( \hat{Y}^{BPN} \) which will be denoted respectively by \( \hat{Y}^{TC1}, \hat{Y}^{TS1}, \hat{Y}^{BP1}, \hat{Y}^{BPW1} \) and \( \hat{Y}^{BPN1} \). These formulae of course do not apply if an out-of-sample point has no neighbors among the sample units but in that situation a non-spatial formula is doing just as well.

### 4 Comparing the predictors by simulation

#### 4.1 Simulation framework

In order to compare the different predictors, we design a simulation study. We use the Midi-Pyrénées region divided into \( n = 283 \) cantons for our study region. We construct a weight matrix \( W \) using the 10 nearest neighbors scheme (distance is based on the distance between centroids of the cantons).

We simulate three explanatory variables as follows:

- \( X_1 \sim \mathcal{N}(15, 3) \)
- \( X_2 \sim \mathcal{B}(100, 0.45)/100 \)
- \( X_3 \sim \log(\mathcal{U}_{[0,283]}) \)

In order not to restrict attention to gaussian distributions, the choice of the second distribution is motivated by its bounded support and the choice of the third by its
right skewness. We use the following spatial autoregressive lag regression model to generate the dependent variable

\[ Y = (I - \rho W)^{-1}(\beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \epsilon) \]

where \( \epsilon \sim \mathcal{N}(0, \sigma^2) \)  

The parameter \( \beta \) and \( \sigma \) are fixed to \( \beta = (0, 1/4, 6, 1) \) and \( \sigma = 1 \). For the in-sample comparison, \( \rho \) takes a range of values \( \rho = 0.05, 0.2, 0.35, 0.5, 0.65, 0.8, 0.9 \). For the out-of-sample comparison, \( \rho \) is equal to 1.

### 4.2 In-sample prediction simulation results

In this section, the sample contains the 283 initial sites described in section 4.1. For each choice of \( \rho \) and \( \sigma \), we draw 500 samples of the model and we compute the maximum likelihood estimates of the parameters based on the in-sample locations and the corresponding predictions. We use the total mean square error of prediction

\[ MSE_k = \frac{1}{n} \sum (y_i - Y_k^i)^2 \]

for each method \( k = TS, TC, BP \) to compare the quality of the predictors. Note that this criterion includes the statistical error due to parameter estimation. The results of the in-sample comparison are in Table 1.

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( MSE_{BP} )</th>
<th>( MSE_{TS} )</th>
<th>( BP/TS )</th>
<th>( MSE_{TC} )</th>
<th>( BP/TC )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.9707</td>
<td>0.9720</td>
<td>0.9986</td>
<td>0.9754</td>
<td>0.9952</td>
</tr>
<tr>
<td></td>
<td>(0.0832)</td>
<td>(0.0833)</td>
<td></td>
<td>(0.0838)</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.9850</td>
<td>0.9884</td>
<td>0.9966</td>
<td>1.0006</td>
<td>0.9844</td>
</tr>
<tr>
<td></td>
<td>(0.0832)</td>
<td>(0.0835)</td>
<td></td>
<td>(0.0852)</td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>0.9646</td>
<td>0.9756</td>
<td>0.9897</td>
<td>1.0192</td>
<td>0.9464</td>
</tr>
<tr>
<td></td>
<td>(0.0847)</td>
<td>(0.0841)</td>
<td></td>
<td>(0.0896)</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.9597</td>
<td>0.9814</td>
<td>0.9779</td>
<td>1.0890</td>
<td>0.8813</td>
</tr>
<tr>
<td></td>
<td>(0.0799)</td>
<td>(0.0803)</td>
<td></td>
<td>(0.1039)</td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.9494</td>
<td>0.9883</td>
<td>0.9606</td>
<td>1.2531</td>
<td>0.7576</td>
</tr>
<tr>
<td></td>
<td>(0.0790)</td>
<td>(0.0799)</td>
<td></td>
<td>(0.1450)</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.9308</td>
<td>0.9871</td>
<td>0.9429</td>
<td>1.6571</td>
<td>0.5660</td>
</tr>
<tr>
<td></td>
<td>(0.0844)</td>
<td>(0.0848)</td>
<td></td>
<td>(0.2738)</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.9152</td>
<td>0.9878</td>
<td>0.9265</td>
<td>2.8981</td>
<td>0.3158</td>
</tr>
<tr>
<td></td>
<td>(0.0784)</td>
<td>(0.0812)</td>
<td></td>
<td>(0.9635)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: MSE for different predictors and comparison with Best predictor when the parameter \( \rho \) takes different values from 0.05 (mild correlation) to 0.9 (strong correlation).

The mean error is stable across values of \( \rho \) for TS, is increasing for TC and decreasing for BP. Variances are stable. The efficiency ratio \( BP/TS \) is decreasing with spatial correlation but remains close to 1 whereas the efficiency ratio \( BP/TC \) decreases dramatically with \( \rho \). We do not report results for different values of \( \sigma \) because they do not reveal any variation with respect to this parameter.
4.3 Out-of-sample prediction simulation results

To evaluate the performance of the different predictors for the out-of-sample case, we use the same model as before to generate the samples. The number of replications is 1000 and we report the average mean square error of prediction over the out-of-sample units.

We choose at random a given number of sites (27 or 54) which will be declared out-of-sample (in $O$). We predict the $Y$ variable on the out-of-sample locations based on the sample $S$ constituted by the remaining sites. We consider several situations depending upon the number of out-of-sample units and upon the aggregation level of the out-of-sample units. The corresponding configurations of out-of-sample units are shown in Figures 3 and 4 and the level of aggregation is increasing from left to right.

The results for the case of 27 out-of-sample units are reported in table 2 and those for the case of 54 out-of-sample units are reported in table 3.

Aside BP1 whose rank changes, whatever configurations and number of sites to predict, we obtain the following ranking between methods in decreasing order of efficiency

$$BP < BP_N < BP_W < BP_{N}^1 < BP_{W}^1 < TS^1 < TC < TC^1$$
Table 2: Simulation results for the 27 out-of-sample units case

Note that the worst ratio is around 0.88.
Because the reported prediction errors are averages over out-of-sample units, we suspected it may hide different situations depending on the number of missing neighbors of a given out-of-sample unit. The following table 4 reports the prediction errors as a function of the number of missing neighbors. This number $k$ ranges from 0 to 9 and for each $k$, we repeat 1000 times the following process

- choose a site $i$ at random
- remove $k$ neighbors at random from the neighbors of $i$, their set is $N$
- the in-sample set of sites becomes $S \setminus N$ and the out-of-sample set of sites is $N$
- simulate the vector $Y$ for all the sites
- predict the $Y$ on the sites in $N$ and compute the prediction error.

The first column of the table contains the predictive mean square error (PMSE) of the BP predictor and the remaining ones report the ratio of the optimal PMSE with the PMSE of all the other methods.

We observe that the BP predictive mean square error indeed slightly increases with the number of missing neighbors. The efficiency of BP1 and TC1 with respect to BP decreases with the number of missing neighbors. The efficiency of TC with respect to BP increases with the number of missing neighbors which we interpret as revealing the fact that when the information gets poor in the neighborhood, it is just as well to use the mean to predict (the correction is inefficient). The efficiency of $BP_W$ with respect to BP remains stable.
Table 3: Simulation results for the 54 out-of-sample units case

5 Conclusion

At least in the case of this particular model, the performance of $BP_N$, $BP_W$, $BP_{N1}$, $BP_{W1}$ are very close to that of the best prediction and much better than that of TC, TS, TC1, TS1. We did not consider a larger variety of parameter values because a few attempts have shown that the results were quite stable.

For the in-sample case, the performance of the trend-signal-noise predictor is not so bad and it is very easy to compute. $BP_N$ is better than $BP_W$ in terms of efficiency but $BP_W$ is closer to BP in terms of projection coefficients. $BP_W$ is better than TC, less good than TS.

We developed our study on the case of the LAG model. The conclusions would apply for the Spatial Durbin model:

$$y = \rho Wy + \alpha 1 + X \beta + WX \gamma + \varepsilon$$

with $\varepsilon \sim N(0, \sigma^2 I)$ because the structure of the variance matrix is the same as in the LAG case and the structure of the mean is similar $(I - \rho W)^{-1}Z \beta_1$.

For the case of the spatial error model SEM which is a linear model with LAG residuals, we refer the reader to Kato (2008).
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<table>
<thead>
<tr>
<th>nb mis. neib.</th>
<th>$PMSE_{BP}$</th>
<th>$BP/BP^1$</th>
<th>$BP/TC$</th>
<th>$BP/TC^1$</th>
<th>$BP/TS^1$</th>
<th>$BP/BP_W$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.979</td>
<td>1.000</td>
<td>0.898</td>
<td>0.898</td>
<td>0.984</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>(1.374)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.987</td>
<td>0.989</td>
<td>0.905</td>
<td>0.887</td>
<td>0.972</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>(1.377)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.986</td>
<td>0.987</td>
<td>0.902</td>
<td>0.884</td>
<td>0.973</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>(1.364)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.015</td>
<td>0.981</td>
<td>0.924</td>
<td>0.901</td>
<td>0.978</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>(1.420)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.996</td>
<td>0.971</td>
<td>0.909</td>
<td>0.871</td>
<td>0.958</td>
<td>0.989</td>
</tr>
<tr>
<td></td>
<td>(1.379)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.002</td>
<td>0.959</td>
<td>0.913</td>
<td>0.850</td>
<td>0.947</td>
<td>0.991</td>
</tr>
<tr>
<td></td>
<td>(1.409)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.015</td>
<td>0.930</td>
<td>0.923</td>
<td>0.850</td>
<td>0.930</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>(1.401)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.042</td>
<td>0.902</td>
<td>0.944</td>
<td>0.844</td>
<td>0.914</td>
<td>1.002</td>
</tr>
<tr>
<td></td>
<td>(1.456)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.036</td>
<td>0.798</td>
<td>0.939</td>
<td>0.756</td>
<td>0.806</td>
<td>0.989</td>
</tr>
<tr>
<td></td>
<td>(1.435)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1.059</td>
<td>0.694</td>
<td>0.957</td>
<td>0.706</td>
<td>0.709</td>
<td>0.993</td>
</tr>
<tr>
<td></td>
<td>(1.434)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Prediction errors as a function of number of missing neighbors

References


