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Abstract

We measure the inflation-unemployment tradeoff associated with monetary eas-
ing and tightening, during booms and recessions, using a novel nonlinear Proxy-
SVAR approach. We find evidence of significant nonlinearities for the U.S. economy
(1973:M1 - 2019:M6): stimulating economic activity during recessions is associated
with minimal costs in terms of inflation, and reducing inflation during booms deliv-
ers small costs in terms of unemployment. Overall, these results provide support for
countercyclical monetary policies, in contrast with what predicted by a flat Phillips
curve, or previous studies on nonlinear effects of monetary policy. The presence of
an asymmetric monetary tradeoff can be rationalized by a simple model with down-
ward nominal wage rigidity, which is also used to assess the validity of our empirical
approach.
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1 Introduction

The presence of an inflation-unemployment tradeoff —or for short the "monetary policy
tradeoff"— is at the heart of monetary policymaking. How much inflation is needed to
stimulate economic activity? What are the costs of reducing inflation in terms of unem-
ployment? These long-lasting questions became particularly relevant in recent times, as
the US and European economy faced the deepest postwar crisis in 2008-09, and more
recently the highest surge in inflation since the 1970’s.

The magnitude of the monetary policy tradeoff is traditionally measured as the (in-
verse) slope of a Phillips curve, i.e. a relationship linking inflation and unemployment.
The corresponding estimates are usually obtained within linear settings, where it is im-
plicitly assumed that the inflation-unemployment tradeoff is constant, and independent
from the sign of the monetary intervention, the underling economic conditions, or other
factors. However, there are several reasons to question the validity of that assumption.
On the one hand, at least since the Great Depression (Keynes, 1936, Chapter 21) it has
been argued that monetary tightening is more powerful than monetary easing, due to
their potentially different effects on prices, wages, credit conditions, etc.1 On the other
hand, since the late 1980’s the inflation rate appears to be largely insensitive to move-
ments in the unemployment rate —as if the Phillips curve had flattened, or disappeared.
In this context, a constant inflation-unemployment tradeoff would have the following
implications: (i) central banks could stimulate economic activity with minimal costs in
terms of inflation; and (ii) reducing inflation would be associated with a very large in-
crease in the unemployment rate. Both implications are clearly extreme, and of doubtful
relevance for policymaking purposes.

In this paper, we provide new evidence on the nature of the monetary policy tradeoff
for the US economy, and study, in particular, whether the size of the tradeoff depends on
the sign of the monetary intervention (easing vs tightening) and the state of the economy
(booms vs recessions).

The contribution of the paper is twofold. First, from a methodological viewpoint,
building on the work of Mertens and Ravn (2013), Stock and Watson (2018) and Plagborg-
Møller and Wolf (2021) we extend the Proxy-VAR-IV approach to a nonlinear context.
The economy is described by a Vector Moving Average (VMA) augmented with nonlinear
functions of the monetary policy shock. These nonlinear functions give rise to a nonlinear

1Some examples in that regard are models with asymmetric price adjustments (e.g., Ball and Mankiw
(1994)), or occasionally binding financial constraints (e.g. Bernanke, 1993, and De Long and Summers,
1998).

2



dynamic transmission of monetary policy. The model admits a simple VARX representa-
tion where the shock and its nonlinear function represent two exogenous variables. Even
though the exogenous shock is not observed, under mild assumptions —i.e. the existence
of a valid instrument for the shock and the existence of a monetary policy rule— it can
be estimated as the fitted value of the regression of the instrument on the residuals of a
(misspecified) linear VAR, where the nonlinear functions of the shock are neglected. The
monetary tradeoff is then calculated as the ratio of the (cumulative) impulse responses
of inflation and unemployment (or viceversa), conditional to identified monetary shocks,
distinguishing the effects of positive and negative monetary shocks, during booms and
recessions.

Second, from an economic viewpoint, we find that the inflation-unemployment trade-
off varies substantially, depending on the sign of the monetary intervention and the state
of the economy, thus calling into question typical predictions associated with linear —
and possibly nearly flat— Phillips curves. In particular, the inflation costs of stimulating
economic activity are found to be small (and insignificant) during recessions. At the
same time, the employment costs of lowering inflation are found to be moderate, espe-
cially during economic expansions —e.g. we find that reducing inflation by 1 percentage
point requires an increase in the unemployment rate of roughly 0.5 percentage points.
In other words, our results suggest that central banks can engage into disinflationary
policies without necessarily incurring very large unemployment costs.

For policymaking purposes, our results provide support to the use of countercyclical
monetary policies —both monetary easing in recessions and tightening in expansions—
as those policies are associated with relatively favorable tradeoffs. The tradeoff worsens
dramatically for other types of policies (e.g. tightening in recessions). In this respect,
our analysis provides a different perspective relative to previous results on the nonlin-
ear effects of monetary policy shocks. For instance, the recent works of Tenreyro and
Thwaites (2016) and Barnichon and Matthes (2018) suggest that monetary policy is not
very effective at stimulating economic activity, especially during recessions —as if the
central bank was “pushing on a string". Yet, we also show that a monetary easing dur-
ing recessions has a moderate effect on prices, so that the central bank faces a relatively
favorable inflation-unemployment tradeoff. Thus, monetary policy can be a useful tool,
even during recessions: it is possible to achieve a favorable balance between inflation and
unemployment, as long as the central bank’s interventions are sufficiently aggressive to
achieve the desired economic stimulus.

We also show that a sign- and state-dependent monetary policy tradeoff can arise in
a simple model economy with labor market frictions, in the form of downward nominal
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wage rigidities.2 The model gives rise to inflation and output dynamics that are qualita-
tively very similar to their empirical counterparts. We then apply our empirical approach
to artificial data generated by the model, and show that the resulting estimates capture
entirely the nonlinearities of the underlying economy.

The remainder of the paper is organized as follows. Section 2 contains a brief review
of the related literature. Section 3 formally defines our measure of the monetary policy
tradeoff. Section 4 discusses the econometric approach. Section 5 presents the empiri-
cal evidence, Section 6 presents a model with downward nominal wage rigidities, and
Section 7 concludes.

2 Related literature

This paper contributes to the vast empirical literature about the inflation-unemployment
tradeoff, starting from the original evidence of Phillips (1958) and Samuelson and Solow
(1960), and followed by the empirical works on the New-Keynesian Phillips curve of
Roberts (1995), Fuhrer and Moore (1995), Galí and Gertler (1999) and Sbordone (2002),
among others.3 More specifically, our paper is related to the recent body of that literature
proposing novel approaches to identify the empirical relationship between measures of
inflation and economic activity. A number of authors (e.g. McLeay and Tenreyro, 2020,
Beraja, Hurst and Ospina, 2019, and Hazell et al., 2022) exploit variations at the re-
gional level to overcome the simultaneity problem of distinguishing between demand
and supply shocks. Similarly to us, Ball (1994) proposes a non-parametric estimate of
the output-inflation tradeoff using the (cumulative) trend deviations of output during
disinflationary episodes, for a sample of OECD countries. More recently, Barnichon and
Mesters (2020, 2021) and Galí and Gambetti (2020) exploit identified monetary shocks to
obtain conditional estimates of the inflation-unemployment relationship. A common find-
ing in this literature is that the Phillips curve has not flattened over time (see also Stock
and Watson, 2020, and Del Negro et al., 2020). Our results are consistent with that view,
but additionally uncover that the relationship between inflation and unemployment is
sign- and state-dependent. In this respect our results are consistent with the evidence in
Daly and Hobijn (2014) and Gagnon and Collins (2020), among others, who document
the presence of important nonlinearities in the Phillips curve, using different approaches.

Our work is also related to the large literature studying the effects of monetary shocks.

2Similar models can be found in Kim and Ruge-Murcia (2009), Benigno and Ricci (2011) and Schmitt-
Grohé and Uribe (2016), among others.

3See Mavroeidis, Plagborg-Møller and Stock (2014) for a survey of earlier works.
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Most studies in this literature have relied on linear SVARs.4 Few recent studies looked at
the nonlinear effects of monetary shocks. For example, Tenreyro and Thwaites (2016) find
that monetary policy is less powerful during recessions, while Barnichon and Matthes
(2018) find that monetary tightening is more powerful than monetary easing.5 Our con-
tribution relative to those works is twofold. First, we propose a novel empirical approach
to study the effects of both sign- and state-dependence, within a single framework.6 Sec-
ond, we estimate the inflation-unemployment tradeoff, rather than focusing on macroeco-
nomic variables in isolation, which provides a different perspective about the desirability
of countercyclical monetary policies.

3 Defining the Monetary Policy Tradeoff

Our goal is to measure the inflation cost of reducing unemployment —the tradeoff for
monetary easing— and viceversa the unemployment cost of reducing inflation —the
tradeoff for monetary tightening. In linear settings, the two measure are tightly related,
as one measure is simply the inverse of the other. This is no longer the case in a nonlinear
setting. It is therefore necessary to treat the two cases separately.

We define the tradeoff for monetary easing (respectively, tightening) as the average
change in inflation (unemployment) forecasts induced by a monetary shock that causes
a 1 percentage point change in average forecast unemployment (inflation), and where
averages are taken over an horizon of H periods.7 The tradeoffs can be calculated us-
ing the average impulse responses of unemployment (y) and inflation (π) to a one-unit
monetary shock.

4A partial list of early contributions studying the effects of monetary policy shocks includes Bernanke
and Blinder (1992), Bernanke and Gertler (1995), Bernanke and Mihov (1998), Christiano, Eichenbaum
and Evans (1999), Cochrane (1994), Leeper, Sims and Zha (1996), Sims and Zha (2006) and Strongin (1995).
Several advances have been made in recent years, especially in terms of shock identification, as for instance
in the works of Romer and Romer (2004), Uhlig (2005), Gertler and Karadi (2015), Arias, Caldara and
Rubio-Ramírez (2019), Jarocinsky and Karadi (2020), Caldara and Herbst (2019) and Miranda-Agrippino
and Ricco (2021).

5Early contributions on the topic include Cover (1992), Karras (1996) and Weise (1999). See also Santoro
et al. (2014), Angrist, Jordà and Kuersteiner (2018), Alpanda, Granziera and Zubairy (2021) and Ascari and
Haber (2022) for additional evidence on the nonlinear effects of monetary shocks.

6Tenreyro and Thwaites (2016) use instead nonlinear local projections identifying the policy shocks as
in Romer and Romer (2004), while Barnichon and Matthes (2018) estimate a nonlinear Vector Moving
Average representation using Functional Approximation of Impulse Response (FAIR) approach.

7In this respect, the measure of the monetary tradeoff resembles the concept of government spending
multiplier in the fiscal literature, which is calculated as the ratio of the cumulative response of output and
government spending, see e.g. Mountford and Uhlig (2009) and Ramey and Zubairy (2018).

5



Formally, the tradeoffs for monetary easing (T +
H ) and tightening (T −H ) are defined as

T +
H (st−1) ≡

1
H ∑H

h=0R
π,+
h (st−1)

1
H ∑H

h=0R
y,+
h (st−1)

T −H (st−1) ≡
1
H ∑H

h=0R
y,−
h (st−1)

1
H ∑H

h=0R
π,−
h (st−1)

, (1)

where Rx,+
h (st−1) denotes the impulse response at horizon h of a generic variable x to a

monetary easing, st−1 ∈ 0, 1 is a recession indicator, and Rx,−
h (st−1) denotes instead the

corresponding impulse responses for a monetary tightening.

Following this procedure allows us to mitigate well-known challenges associated with
typical Phillips curve estimates (see e.g. Mavroeidis et al., 2014), for the following rea-
sons: (i) a measure of the tradeoff can be obtained under minimal assumptions about the
structure of the underlying economy, e.g. without postulating a specific Phillips curve,
or other structural equations, which may lead to misspecification problems; (ii) there is
no need to rely on data on inflation expectations or the “natural" rate of unemployment,
which are not directly observable, and may lead to additional biases and uncertainties
in coefficient estimates due to measurement error; and (iii) we obtain a measure of the
tradeoff caused by exogenous monetary interventions which is immune from typical en-
dogeneity problems of Phillips curve estimates.8

4 Methodology: a Nonlinear Proxy-SVAR

In this section we present our empirical model, the identification assumptions, and the
estimation approach. We consider a model economy where macroeconomic variables
react (linearly) both to the monetary shock and to nonlinear functions of that shock. We
show that, under suitable conditions, such a nonlinear model admits a VARX represen-
tation that can be estimated using an external instrument, analogously to what is usually
done in linear settings. To do so, we build on Forni, Gambetti and Ricco (2023), who
show that in invertible linear models the shock of interest can be obtained as the pro-
jection of the instrument onto the vector of reduced form residuals of a VAR. Here we
extend that result to our nonlinear context.

8More specifically, as is common in the monetary policy literature, we are assuming that the “natural”
rate of unemployment (or output) is orthogonal to monetary shocks, so that a measure of the unemploy-
ment (or output) gap is not needed to calculate the implied monetary tradeoff.
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4.1 Representation assumptions

Let xt be an n-dimensional vector of observable stationary macroeconomic variables. We
assume the following structural representation.

Assumption A0 (The structural representation).

xt = ν + Γ(L)ut + α(L)ur
t + Φ(L)g(ur

t) (2)

where ν is a vector of constants, ur
t is the monetary policy shock, g(ur

t) is a k-dimensional
vector of nonlinear static functions of the shock, and ut is a m-dimensional vector of
additional structural shocks, other than monetary policy.9 We further assume that the
vector [ur

t u′t]
′ is i.i.d. zero mean, with an identity covariance matrix.

The serial and mutual independence assumption implies that all structural shocks,
including ur

t and g(ur
t), are uncorrelated with the lags of g(ur

t) and xt. The vector α(L) =
α0 + α1L + α2L2... represents the impulse responses functions to the monetary policy
shock and Φ(L) = Φ0 +Φ1L+Φ2L2 + ... is an n× k matrix of impulse response functions
to the nonlinear functions of the monetary shock g(ur

t). For example, in our application
below we set g(ur

t) = [|ur
t | st−1ur

t ]
′ where st−1 represents a dummy variable capturing

the state of the economy before the shocks hits. Finally Γ(L) = Γ0 + Γ1L + Γ2L2 + ... is a
n×m matrix of impulse response functions to the remaining structural shocks. Equation
(2) can be seen as a Vector Moving Average, augmented with nonlinear functions of the
monetary policy shock.

The total effects of a monetary policy shock ur
t = ūr are then given by the sum of the

linear and nonlinear terms:

R(L, ūr) ≡ α(L)ūr + Φ(L)g(ūr). (3)

The total responses defined in eq. (3) simply correspond, in this nonlinear context, to the
Generalized Impulse Response Functions defined as E(xt+h|ur

t = ūr)− E(xt+h|ur
t = 0),

h = 0, 1, ... . We discuss below how to estimate the model and the implied impulse
response functions.

Stationarity of Γ(L)ut ensures the existence of the following representation:

xt = ν + Ψ(L)et + α(L)ur
t + Φ(L)g(ur

t), (4)

9Notice that the number of shocks can be different (larger or smaller) than the number of variables.
Moreover, ut could also include nonlinear functions of other shocks.

7



where Ψ(L)et is the Wold representation of Γ(L)ut.10 We further characterize the process
Ψ(L)et by making the following assumption:

Assumption A1 (Finite-order VARX representation). We assume that

(a) Ψ(L) = A(L)−1

(b) Φ(L) = A(L)−1Φ̃(L),

(b) α(L) = A(L)−1α̃(L),

where A(L) = In −A1L− · · · −ApLp is a matrix of polynomials of degree p, and α̃(L)
and Φ̃(L) are polynomials of degree q ≤ p.

Assumption A1 (a) imposes that the inverse of Ψ(L) exists (i.e. its determinant does
not vanish on the unit circle) and is a finite order polynomial matrix. This is a standard
assumption in SVAR analysis. We further require that α̃(L) and Φ̃(L) are polynomials
of order q ≤ p. Such assumption is needed to avoid collinearity problems since, as we
will discuss below, the monetary policy shock is obtained as a combination of the current
value and p lags of xt.

Under Assumption A1, eq. (4) can be rewritten as

A(L)xt = µ + α̃(L)ur
t + Φ̃(L)g(ur

t) + et, (5)

or equivalently,
xt = µ + Ã(L)xt−1 + α̃(L)ur

t + Φ̃(L)g(ur
t) + et (6)

where µ ≡ A(1)ν, Ã(L) ≡ A1 + A2L + · · ·+ ApLp−1. Eq. (6) is a VARX model where the
monetary policy shock and its nonlinear functions are the exogenous variables.11

Finally we make the following assumption:

Assumption A2 (Invertible Wold representation). The vector xt has an invertible Wold
representation.

10If the structural representation Γ(L)ut is invertible, then Ψ(L) = Γ(L)Γ−1
0 and et = Γ0ut, Γ−1

0 being
either the inverse of Γ0, if m = n, or a left inverse of Γ0, if m < n. If the structural representation Γ(L)ut
is not invertible (e.g. when m > n or m = n but Γ(L) vanishes within the unit disk), then et is a linear
combination of the present and past values of ut and Ψ(L)et is just a statistical representation, devoid of
economic meaning.

11Notice that et is orthogonal to the regressors. For, being a linear combination of the present and
past values of ut (we have et = A(L)Γ(L)ut), it is orthogonal to both ur

t and g(ur
t) at all leads and lags.

Moreover, it is orthogonal to the past of Γ(L)ut by construction, so that it is orthogonal to xt−k, k > 0, see
equation (2).
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Such an assumption implies that xt admits the VAR representation

xt = ϑ + B(L)xt−1 + εt = ϑ +
∞

∑
j=1

Bjxt−j + εt (7)

where εt is vector white noise and orthogonal to xt−j, j = 1, . . . , ∞. It is important to
stress that equation (7) is perfectly compatible with our nonlinear representation since
the Wold representations always exists, even if the true underlying structural model is
nonlinear as in our case. If the Wold representation has a unit root because the variables
are cointegrated, and thus A2 does not hold, the VAR will still exist but for the variables
in levels.

What is the relation between the VAR representation above and the VARX represen-
tation in (6)? Let us start from eq. (6) and consider the linear projection of α̃(L)ur

t +

Φ̃(L)g(ur
t) onto the constant and the past history of xt, i.e.

α̃(L)ur
t + Φ̃(L)g(ur

t) = θ+ C(L)xt−1 + wt.

It is easily seen that ϑ = µ + θ, B(L) = Ã(L) + C(L) and εt = et + wt.12 Of course the
VAR cannot be used to estimate the impulse response functions of the structural shock
since the reduced form parameters are different from those of the VARX. However, as it
is shown below, the shock itself can be estimated from equation (7).

If Φ̃(L) = 0, the structural representation (2) reduces to a linear model and standard
SVAR analysis can be conducted using representation (7). Hence the linear model is
nested in our model. We can test for linearity by testing either for the null Φ̃(L) = 0 in
equation (6) or for the null Φ(L) = 0 in the impulse-response functions (3).

4.2 Identification assumptions

In the previous subsection we have shown conditions under which our nonlinear econ-
omy admits a VARX representation. Unfortunately, direct estimation of the VARX (6) is

12An interesting special case is α̃(L) = α̃0 and Φ̃(L) = Φ̃0, i.e. the lags of the exogenous variables do not
appear in (6). Since both ur

t and g(ur
t) are orthogonal to the past history of xt, in this case we have C(L) = 0

and wt = α̃0ur
t + Φ̃0g(ur

t). Hence the VAR dynamics concide with the VARX dynamics, B(L) = Ã(L), and
the terms driven by the exogenous variables enter the VAR residual, εt = α̃0ur

t + Φ̃0g(ur
t) + et. This special

case shows clearly that standard Proxy-SVAR identification does not work properly to estimate the linear
component of the IRFs, unless ur

t is orthogonal to g(ur
t). For, the covariances of the VAR residuals εt with

the proxy are not proportional in general to the covariances of the shock ur
t with the proxy. Below we show

that, despite this, the policy shock itself can be consistently estimated.
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unfeasible, because in this case the exogenous variables are not observable.13 We discuss
below how to obtain a valid measure of the exogenous shock that can be used to estimate
the VARX.

Our procedure is an extension of the Proxy-SVAR identification (Mertens and Ravn,
2013 and Stock and Watson, 2018) to our nonlinear framework and involves two main
steps: (i) estimating the shock by regressing a valid external instrument of the monetary
policy shock onto the vector of the VAR residuals εt; and (ii) using the estimated shock
and its nonlinear function as regressors in model (6) to estimate the nonlinear impulse
response functions (3).

The identification procedure relies on two assumptions. The first assumption is stan-
dard in the Proxy-SVAR literature and requires the existence of a valid instrument, as
specified below.

Assumption A3 (Proxy). The proxy zt is given by

zt = a + bur
t + δ(L)′xt−1 + vt = a + bur

t +
∞

∑
j=1

δ′jxt−j + vt, (8)

where b 6= 0 and vt is an error independent of the structural shocks at all leads and lags.
Notice that under Assumption A3, the standard conditions for a valid instrument, i.e.
cov(zt, ur

t) = b 6= 0 (relevance) and cov(zt, ut) = 0 (exogeneity), are satisfied.

The second assumption ensures that the monetary shock can be estimated as a com-
bination of current and past data. In particular, we assume the existence of a monetary
policy rule, i.e. an equation where the interest rate reacts to current and past values of
xt, as well as to the monetary policy shock, but not on its nonlinear functions. This is
stated formally in the following assumption.

Assumption A4 (Monetary Policy Rule). The central bank follows the monetary policy
rule

rt =

[
ψ + ξ′x−r

t +
∞

∑
j=1

ϕ′jxt−j

]
+ σrur

t . (9)

The term in square brackets in eq. (9) represents the "systematic" component of the rule,
where x−r

t is the vector containing all variables in xt but the interest rate, ψ is a constant
scalar, while ξ and ϕj denote vectors of parameters with dimension (n− 1)× 1 and n× 1,
respectively. The residual σrur

t is the non-normalized monetary policy shock.
13If the monetary shock was perfectly observable, then eq. (6) or a local projection version of it could

be estimated by OLS. In section 4.5 we discuss why such a procedure could be problematic if only an
imperfect measures of the shock is available.
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A monetary policy rule like (9) is standard in the monetary policy literature, and is
implied by any structural VAR model used to identify monetary policy shocks. Accord-
ing to the rule in A4, the central bank may react to all variables contemporaneously.
For this reason, our rule is more general than the one implied by standard recursive
(Cholesky) identification schemes, where it is assumed that the central bank does not
react contemporaneously to a subset of the structural shocks —see e.g. Christiano et al.
(1996, 1999).14

Assumption A4 can be rephrased by saying that the variables in xt are informationally
sufficient15 for the monetary policy shock, or, in other words, the monetary policy shock
is fundamental for xt. In our setting, such assumption imposes special restrictions on eq.
(6).16 Notice that equation (9) cannot be estimated directly to get the policy shock, since
the residual is not orthogonal to x−r

t .17

4.3 The key result

We are now ready to present the main result underpinning our empirical approach. To
that end, let us consider the VAR representation (7). This representation is, in a sense,
misspecified, since it does not take into account the nonlinear term. Despite this, the
following Proposition shows that the VAR residuals in εt can be combined with the
external instrument to recover the monetary policy shock.

Proposition. Under Assumptions A0 to A4 the monetary policy shock is equal, up to a multi-
plicative constant, to the orthogonal projection of the instrument zt onto the VAR innovations εt.

Proof. Let us assume, without loss of generality, that rt is ordered first in the vector xt

14Earlier empirical studies on the nonlinear effects of monetary policy (see e.g. Cover, 1992 and Karras,
1996) directly estimated a monetary rule like (9), and treated the residual as a measure of the monetary
shock. As is well known, that procedure is only valid under the assumption that monetary shocks have no
contemporaneous effects on macroeconomic variables other than the interest rate —a restriction that we
do not impose here.

15On the concept of informational sufficiency see Forni and Gambetti (2014) and Forni, Gambetti and
Sala (2019).

16In particular, there exists a linear combination of the variables, namely γ′xt ≡ rt − ξ′x−r
t that depends

neither on the nonlinear term, i.e. γ′Φ̃(L) = 0, nor on et, i.e. γ′et = 0 (so that the variance-covariance
matrix of et must be singular).

17Orthogonality with respect to x−r
t would be equivalent to a Cholesky identification scheme with rt

ordered last.
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and let γ ≡ [1 − ξ′]′. Rearranging the monetary rule (9) we get

γ′xt = ψ +
∞

∑
j=1

ϕ′jxt−j + σrur
t , (10)

where ur
t is orthogonal to xt−j, j = 1, . . . , ∞ by Assumption A0. On the other hand,

pre-multiplying the linear VAR (7) by γ′ we obtain

γ′xt = γ′ϑ + γ′
∞

∑
j=1

Bjxt−j + γ′εt. (11)

Subtracting (11) from (10) and reordering terms we get

ψ− γ′ϑ +
∞

∑
j=1

ϕ′jxt−j − γ′
∞

∑
j=1

Bjxt−1 = γ′εt − σrur
t . (12)

Now, the right side of (12) is orthogonal to the left side, because both ur
t and εt are zero-

mean and orthogonal to xt−j, j = 1, . . . , ∞ by Assumptions A0 and A2. Then, the term
σrur

t − γ′εt is orthogonal to itself and therefore is null, implying that

σrur
t = γ′εt. (13)

Eq. (13) indicates that, at any given point in time, the monetary shock must be equal
to a linear combination of the innovations of the linear VAR. Now let us show that such
linear combination can be estimated using the external instrument zt.18 Let P denote
the linear projection operator. By projecting both sides of equation (8) onto the entries
of εt we get P(zt|εt) = P(a|εt) + P(bur

t |εt) + P(δ(L)′xt−1|εt) + P(vt|εt) = P(bur
t |εt), by

the orthogonality properties in Assumptions A2 and A3. But bur
t = (b/σr)γ′εt. It then

follows that P(zt|εt) = (b/σr)γ′εt = bur
t . �

To sum up, if there is a combination of variables that delivers the structural shock and
a valid instrument is available, the structural shock can be estimated as the projection
of the instrument on the VAR residuals. In this respect, unlike the standard Proxy-
SVAR approach, we use the proxy to find the shock, rather than the impulse response
functions. The shock and its nonlinear function can then be used as regressors to estimate
the nonlinear VARX in eq. (6), as described below.

18 The recursive (Cholesky) identification often used in the literature can be viewed as a special case of
our procedure where the vector γ, rather than being estimated using an external instrument, is assumed
to satisfy specific restrictions, e.g. γi = 1 and γj = 0 for j 6= i where i denotes the position of the interest
rate in the vector xt.
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4.4 Estimation

The above result justifies the following estimation procedure.

I. Estimate the VAR (7) to obtain consistent estimates of the residual εt, say ε̂t.19

II. Estimate the linear regression
zt = λ̂

′
ε̂t + η̂t. (14)

where λ = (b/σr)γ, as derived in the Proposition. An estimate of the normalized
shock is obtained by standardizing the fitted value of the above regression, i.e.
ûr

t = λ̂
′
ε̂t/std(λ̂

′
ε̂t).

III. Estimate equation (6) using as regressors the current value and the lags of the the
estimated shock ûr

t and its nonlinear functions g(ûr
t). This gives the estimates Â(L),

̂̃Φ(L) and ̂̃α(L). Finally, according to Assumption A1, one can estimate the IRFs of

the linear and the nonlinear terms as α̂(L) = Â(L)
−1̂̃α(L) and Φ̂(L) = Â(L)

−1 ̂̃Φ(L).

IV. Compute the impulse response functions according to equation (3).

In Appendix A.1 we describe in details how to build confidence intervals using a
bootstrapping procedure, and in Appendix A.2 we assess the validity of our empirical
approach on artificial data from the VARX model (6).

4.5 Aside: a word of caution on local projections

A natural alternative approach when an instrument of the shock is available, is to use
Local Projections (LP). That approach is perfectly valid when the underlying model is
linear, i.e. the nonlinear term g(ur

t) is not present in the model equations (see e.g. Stock
and Watson, 2018). However, when the term g(ur

t) is present, using the external instru-
ment in a LP (or VARX) setting becomes more problematic. Indeed, that approach would
only be valid if the external instrument were a perfect measure of the shock, which is
arguably not the case in practice.

To illustrate the nature of the problem, we make use of an elementary example. Con-
sider the following simplified model

xt = αxur
t + φxg(ur

t) + et (15)

19Of course we have to approximate the VAR(∞) with a finite-order VAR.
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which can be viewed as a single equation of model (6), and where for simplicity we are
abstracting from the lag-dependence, i.e. we assume that Ã(L) = 0.

As discussed above, the nonlinear impulse response functions are given by αxūr +

φxg(ūr). If ur
t were perfectly observable, then a simple OLS estimation would deliver

the two coefficients and the implied impulse response functions. Alternatively, suppose
that the shock ur

t is not perfectly observable and the econometrician only observes a
noisy proxy of the shock, zt = ur

t + vt, where vt can be interpreted as a noise shock,
which is assumed to be independent at all leads and lags to ur

t . For simplicity of expo-
sition let us also assume that E(g(zt)ur

t) = E(g(ur
t)zt) = 0, Cov(g(ur

t), g(zt)) 6= 0 and
Cov(ur

t , g(ur
t)) = 0.20 When estimating the above model using g(zt) and zt as regressors,

the OLS estimators are

α̃x =
Cov(xt, zt)

Var(zt)
= αx

Cov(ur
t , zt)

Var(zt)
6= αx

and
φ̃x =

Cov(xt, g(zt))

Var(g(zt))
= φx

Cov(g(ur
t), g(zt))

Var(g(zt))
6= φx.

The previous equations shows that, as it is well known, the presence of a measurement
error in the regressors leads to a bias in OLS estimates – even after correcting for the
denominators which are known. In a linear setting (when φx = 0), this problem can
be easily solved by appropriately rescaling the impulse response functions. In practice,
it suffices dividing the estimated impulse response α̃x by the estimated coefficient for
another variable (for instance the policy instrument) αr. As shown in Stock and Watson
(2018), following this procedure delivers an unbiased estimate of the normalized (or
relative) impulse response, i.e. α̃x/α̃r = αx/αr.

Such a rescaling procedure, however, is not successful in a nonlinear setting. Indeed,
in the above simple case, it is possible to obtain the unbiased coefficients of the two terms
separately, i.e. αx/αr and φx/φr, but it is not possible in general to combine them in
order to obtain the total nonlinear response. To see this, let us rewrite the above model
as xt = αx

αr
αrur

t +
φx
φr

φrg(ur
t) + et. Since αr and φr are unknown, the rescaled responses

cannot be combined. What can be computed is αx
αr

αrūr + φx
φr

g(αrūr). This however will
correspond to the true response only if φrg(ūr) = g(αrūr), a restriction which of course
will not hold in general. On the contrary, when φx = 0 the procedure yields the correct
linear responses αx

αr
to an αr-standard deviation shock αrur

t .

In other words, the source of the problem is that the unbiased rescaled responses

20Relaxing this assumption would exacerbate the problem under consideration.
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to the linear and nonlinear components must be combined using parameters which are
unknown and cannot, in general, be obtained. Without having the correct parameters
the total nonlinear response cannot be consistently estimated.

This simple example calls for some caution in using nonlinear local projections or
VARX with external instruments which are noisy measures of the underlying structural
shock. Appendix A.2 provides a quantitative illustration of the problem in the context of
a simulated example.

The same argument illustrates the importance of the first step in the procedure pro-
posed here. Estimating the VARX model directly with the instrument, rather than with
the estimated shock would produce the difficulty discussed above. Instead, once a valid
measure of the shock is obtained, then the VARX in eq. (6), or a local-projection version
of it, could be estimated with standard methods.

5 Empirical Analysis

In this section we present our main empirical results about the nonlinear transmission of
monetary policy shocks and present some robustness checks.

For the nonlinear Proxy-SVAR we use a specification very similar to that used in
Miranda-Agrippino and Ricco (2021). The VAR includes five variables, namely the 1-
year Treasury bond rate (1YB), the growth rate of industrial production (IP), the excess
bond premium (EBP) from Gilchrist and Zakrajsek (2012) , the unemployment rate (UR)
and CPI inflation (CPI LE). All data are for the U.S. economy, at a monthly frequency
for the period from 1973:M1 to 2019:M6, and we include three lags for each variable.
The instrument to recover the monetary shock is taken from Degasperi and Ricco (2022),
which is an extended version of Miranda-Agrippino and Ricco (2021).

In order to study the sign- and state-dependence of monetary shocks we set the non-
linear functions g(ur

t) ≡ [|ur
t | st−1ur

t ]
′, st being an indicator of the state of the economy

such that st−1 = 1 when the average GDP growth over the previous 12 months is nega-
tive, and st−1 = 0 otherwise.21

Thus, according to eq. (2), the nonlinear effects of monetary shocks are captured by
the polynomial matrix Φ(L) ≡ [φ1(L) φ2(L)], with the first column φ1(L) capturing
sign-dependence, and the second column φ2(L) capturing state-dependence.

Denoting with αh and φi
h, i = 1, 2 the h-th lag in the polynomials α(L) and φi(L), and

21We also analyzed the effects of sign- and state-dependence in isolation, and considered the unemploy-
ment rate as business cycle indicator. The corresponding results are reported in an online appendix.
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Figure 1: Identified Monetary Shocks

Notes: Time-series of identified monetary shocks, smoothed using a moving average of 12
months, for monetary easing (negative values), tightening (positive values), during booms
(blue solid line) and recessions (red dashed line).

normalizing the shock size to unity, the impulse responses during booms (st−1 = 0) and
recessions (st−1 = 1), at horizon h, are given for monetary easing (ur

t = −1) by

R+
h (st−1 = 0) ≡ −αh + φ1

h R+
h (st−1 = 1) ≡ −αh + φ1

h −φ2
h

while for a monetary tightening (ur
t = 1) we have

R−h (st−1 = 0) ≡ αh + φ1
h R−h (st−1 = 1) ≡ αh + φ1

h + φ2
h

Given these impulse responses, the corresponding monetary tradeoffs can be easily cal-
culated according to eq. (1).

As explained in Section 4.3, our measure of the monetary shock is obtained by regress-
ing the external instrument on the VAR residuals. Figure 1 reports the resulting series
for the monetary shock, smoothed by using a moving average of 12 months. Throughout
our sample, easing and tightening shocks display no clear correlation with the business
cycle. For instance, the largest monetary easing shock (a negative shock) is identified
during 1975-1979, a period with relatively high GDP growth and high inflation. Also,
monetary policy is estimated to be contractionary (positive shock) in the 1982 recession,
during the Volcker mandate, and the largest tightening occurred during the recession of
2008-09, which is consistent with the view that US Federal Reserve had to abandon its
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conventional policy rule, due to a binding zero lower bound constraint.22 On the con-
trary, during the Great Moderation period, the identified monetary shocks are smaller,
and predominantly countercyclical (with the period 1998-99 being the main exception).

5.1 Results

As a preliminary step, we estimate a linear Proxy-SVAR, thus ignoring the presence of
nonlinear terms. Results are summarized in Figure 2, which plots the point estimates
of the impulse response functions (solid lines) together with their 68% confidence bands
(gray area), and where the shock size is normalized so that the response of the nominal
interest rate (top left panel) equals 1 percent on impact. Consistently with conventional

Figure 2: Impulse response functions in the linear Proxy-SVAR

Notes: Impulse responses to a monetary shocks in the linear model. Solid lines represent
point estimates, the gray areas are 68% confidence bands. The shock size is normalized so
that the response on impact of the 1-year rate equals 1 percent.

22When the zero lower bound is binding, since the interest rate cannot be lowered in response to the
falling inflation and output, there must be an increase of the discretionary component in order to keep the
interest rate at zero.
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Figure 3: Impulse response functions in the nonlinear model

Notes: Impulse response to a monetary shock of the linear (first column), sign (second col-
umn) and state (third column) components. Solid lines represent point estimates, the gray
areas are 68% confidence bands.

results in the literature, we find that an increase in interest rate is associated with a
significant decline in inflation and industrial production, and a significant increase in the
unemployment rate and in the excess bond premium.

Figure 3 plots the impulse responses for the nonlinear model, distinguishing between
the effects of the linear component α(L) (first column), the sign component φ1(L) (second
column), and the state component φ2(L) (third column). The responses of the linear
term are similar to those displayed in Figure 2 for the linear model (up to a scaling
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factor).23 More interestingly, for all variables the responses of the nonlinear components
are similar in magnitude to those of the linear counterparts and significant in most cases,
thus rejecting the null of linearity and suggesting that nonlinearities play a substantial
role in shaping the overall responses to a monetary shock. In particular, both the sign
(second column) and the state (third column) components have persistent and significant
positive effects on unemployment (fourth row), implying that monetary policy leads
to larger changes in unemployment if a tightening is implemented during a recession.
Instead, for the case of prices (last column) the sign and state components operate in
opposite directions, implying that the largest changes in inflation are associated with
monetary tightening during an expansion.

This can be seen more clearly in Figure 4, which compares the total effects of mon-
etary easing and tightening during booms (first two columns) and recessions (last two
columns), and where in each case the impulse response is normalized so that the re-
sponse on impact of the 1-year rate equals 1 percent (in absolute value).

For real variables (unemployment and industrial production), a monetary tightening
always has large and significant effects. Instead, a monetary easing has much smaller
effects. In this respect, our result are broadly consistent with the findings of Tenreyro and
Thwaites (2016) and Barnichon and Matthes (2018), and could lead to the conclusion that
monetary policy is not a very powerful tool to stimulate economic activity. Yet, it could
be objected that a weak response of economic activity, as long as statistically significant,
does not invalidate per se the effectiveness of monetary policy. It rather implies that the
central bank should adopt more aggressive measures to fight a recession. The desirability
of a more aggressive stance, however, crucially depends on the inflation-unemployment
tradeoff facing the central bank, as more aggressive measures would likely result into
larger costs in terms of inflation.

To get a sense of the inflation-unemployment tradeoff, Figure 5 displays a scatterplot
of the (cumulative) impulse responses of inflation (horizontal axis) and unemployment
(vertical axis), where each point corresponds to the cumulative effect over alternative
horizons (e.g., H = 12, 24, 36 months).

A few interesting results stand out. First, a monetary easing during recessions (red
solid line) leads to a protracted and significant decline of the unemployment rate, but no
significant change in inflation. That result is consistent with the presence of a relatively
flat Phillips curve, thus leading to the opposite conclusion to the one reached in Ten-

23Differently from Figure 2, in Figure 3 the impulse responses are not normalized. This facilitate the
comparison of the impulse responses of three components (linear, sign and state component), since apply-
ing a normalization would require adopting a different scaling factors for each component.
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Figure 4: The Effects of Monetary Easing and Tightening, during Booms and Recessions

Notes: Impulse response to a monetary shock during booms (first two columns) and reces-
sions (last two columns), for monetary tightening (first and third column) and easing (second
and fourth column). Solid lines represent point estimates, the gray areas are 68% confidence
bands. In each case, the shock size is normalized so the response on impact of the 1-year rate
equals 1 percent (in absolute value).

reyro and Thwaites (2016) and Barnichon and Matthes (2018): a monetary easing could
be an effective tool to stimulate the economy in recessionary periods, since even large
policy interventions are associated to very modest costs in terms of inflation. Second,
deflationary policies during expansions (blue dashed) have sizable costs in terms of un-
employment. Those costs, however, are substantially smaller than the costs associated
with contractionary policies during recessions (red dashed) or those implied by a flat
Phillips curve (which would be infinite). Third, a policy easing in an expansion (blue
solid) is extremely inflationary with virtually no effects on the unemployment rate –i.e.
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Figure 5: The Effects of Monetary Shocks on Inflation and Unemployment

Notes: The figure plots the relationship between the cumulative change in inflation (x-axis)
and in the unemployment rate (y-axis) at different horizons (H={12,24,36}), in response to
monetary easing (solid lines) and tightening (dashed lines), during booms (blue lines) and
recessions (red lines).

an extremely large inflation-unemployment tradeoff.

Table 1 reports the estimated values of the monetary tradeoffs, together with the
corresponding 68% confidence intervals. The inflation cost of reducing unemployment
during a recession (second column) is small, ranging between 0.03 and 0.17 (in absolute
value) depending on the horizon considered, and generally insignificant. In a linear
model, the unemployment cost of reducing inflation would be given by T − = 1/T +.
Thus, our estimates for T + would imply that for each percentage point reduction in
inflation, the unemployment rate should fall between 6 and 33 percentage points —
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Table 1: Monetary Tradeoffs

Full-Sample (1973:M1-2019:M6) Pre-2009

Horizon Easing in Recessions Tightening in Booms Easing in Recessions Tightening in Booms
T +

H (st−1 = 1) T −H (st−1 = 0) T +
H (st−1 = 1) T −H (st−1 = 0)

H = 12 -0.03 -0.51 0.14 -0.72
(-2.93, 4.28) (-1.12, 0.003) (-4.51, 4.16) (-1.14, 0.37)

H = 24 -0.12 -0.61 -0.29 -0.82
(-2.49, 2.41) (-1.25, 0.004) (-2.95, 2.19) (-1.61, 0.44)

H = 36 -0.17 -0.59 -0.46 -0.77
(-2.48, 2.20) (-1.29, -0.05) (-2.90, 1.63) (-1.46, 0.56)

H = 48 -0.17 -0.53 -0.51 -0.69
(-2.41, 2.33) (-1.20, -0.006) (-3.07, 1.79) (-1.20, 0.65)

Notes: The table reports the size of the monetary tradeoff at different horizons (H=12,24,36,58 months)
associated with monetary easing during recessions —i.e. the inflation cost of reducing unemployment
(T +

H (st−1 = 1)— and monetary tightening during a boom —i.e. the unemployment cost of reducing
inflation (T +

H (st−1 = 1)). Column 2 and 3 refers to the full-sample (1973:M1-2019:M6), while the last two
columns refer to the pre-2009 sample. 68% confidence bands are reported in brackets.

i.e. the inverse of 0.17 and 0.03, respectively. Instead, we find that during a boom (third
column) the unemployment cost is an order of magnitude smaller, with estimates ranging
between 0.5 and 0.6 percentage points.

Similar results are obtained if we consider the pre-2009 sample (last two columns), to
exclude the period when the zero-lower bound was binding. The monetary tradeoff is
instead much bigger in other situations – e.g. a tightening during recessions – as could
be seen in Figure 5.24

All in all, the results provide support to the use of countercyclical monetary policies
—both monetary easing in recessions and tightening in expansions— as those policies
are associated with relatively favorable inflation-unemployment tradeoffs.

6 A model with downward nominal wage rigidities

This section illustrates a simple theoretical model with downward nominal wage rigidi-
ties that gives rise to a sign- and state-dependent monetary tradeoff.

This model is used for two main purposes: first, to provide a simple framework to

24The corresponding values are not reported in Table 1, since in many instances calculating the tradeoff
would require dividing by values close to zero, giving rise to uninformative results.
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interpret the evidence discussed in the previous section; second, to assess, by means
of a Monte Carlo simulation, whether our empirical approach is able to capture the
nonlinearities featured by the theoretical model.25

6.1 Preferences, Technology and Monetary Policy

The economy is populated by a large number of identical households with preferences

described by the objective function E0 ∑∞
t=0 βt C1−σ

t
1−σ , where Ct denotes consumption and

β ∈ (0, 1) is the subjective discount factor. The household budget constraint is given by

PtCt + Bt = WtNt + rt−1Bt−1, (16)

where Pt denotes the price level, Bt denote nominal one-period riskless bonds, and rt is
the gross nominal interest rate between period t and t + 1.

Each household supplies inelastically one unit of labor N̄ = 1. However, the labor
market features downward nominal wage rigidities, so that Wt ≥ φWt−1, where φ ≤ 1
is a parameter measuring the severity of the rigidity. Whenever the latter constraint is
binding, only a fraction Nt ≤ N̄ = 1 of households is employed, and the remaining 1−Nt

households remain unemployed. In other words, the presence of downward nominal
wage rigidities may give rise to “involuntary" unemployment.

Output of the single good (Yt) is produced by perfectly competitive firms using labor
as the only input according to the linear technology Yt = exp{at}Nt, where at denotes
total factor productivity, which is assumed to follow the exogenous random-walk process
at = at−1 + ua

t , with ua
t ∼ N

(
−σ2

a /2, σ2
a
)

. Firms’ profit maximization implies that real
wages Wt/Pt = exp{at} in every period. Also, it follows that the “natural” level of output
(i.e. the level of output prevailing when the economy operates at full employment) is
given by Yn

t ≡ exp{at}.
Monetary policy is conducted according to a Taylor-type interest rate rule

rt = R̄Πφπ

t exp{mt} (17)

where R̄ is the steady-state interest rate, φπ > 1 is a parameter measuring the central
bank’s response to inflation, and mt is a monetary policy shocks, following the AR(1)

25For this reason, the model purposefully abstracts from considering the presence of endogenous propa-
gation mechanisms (e.g., capital accumulation, adjustment costs), alternative sources of nonlinearities and
state-dependence (e.g., occasionally binding financial constraints), and sources of booms and recessions
(demand vs supply), or other factors that would be needed to fully account for the impulse responses
obtained in the previous sections, which is beyond the scope of this paper.
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process mt = ρmmt−1 + ur
t , where ur

t ∼ N
(
−σ2

r /2, σ2
r
)
.

6.2 Equilibrium

The competitive equilibrium of this economy is fully characterized by the following two
equations, summarizing the relationship between output and inflation:

1 = Πφπ

t exp{mt}Et

{(
Yt+1

Yt

)−σ

Π−1
t+1

}
(18)

(Yt/ exp{at} − 1)
(

exp{ua
t } − φΠ−1

t

)
= 0 (19)

Equation (18) is an aggregate demand (AD) relationship, and is obtained combining
the consumption Euler equation from the household’s optimal consumption/savings de-
cision with the monetary policy rule (17) and the market clearing condition Yt = Ct.
Equation (19) describes instead an aggregate supply (AS) relationship, and is obtained
combining the production function, the household’s labor supply subject to the down-
ward nominal wage rigidity, and the firms’ labor demand implying that the real wage
Wt/Pt = exp{at}.

Figure 6 provides a graphical illustration of the main mechanism of the model. It
plots the aggregate demand (AD) and aggregate supply (AS) curves, for a given level
of expected output and inflation. Note that the presence of downward wage rigidities
introduce a “kink” in the aggregate supply relationship, and for this reason the real
effects of monetary policy shocks are asymmetric. Suppose for instance that the economy
is initially in a situation where technology is at its steady state level, the economy is at
full-employment, i.e. Yn

t = exp at = 1, and (gross) inflation Π = 1, so that the downward
wage rigidity is not binding (point A in the graph). Starting from that situation, an
expansionary monetary shock stimulates aggregate demand (i.e. the AD shifts to the
right, to point B) putting upward pressures on nominal wages and prices, meaning that
the downward wage rigidity is not binding (i.e. the economy lies in the vertical portion
of the AS curve). Thus, the only effect of the monetary shock is an increase in inflation,
with no effect on output. On the contrary, a contractionary monetary shock that reduces
aggregate demand (the AD shifts to the left) makes the downward wage rigidity binding
(i.e. the economy moves to the horizontal part of the AS curve), which implies a reduction
in output, with no effect on inflation (point C).

More generally, within this model the effects of monetary easing and tightening de-
pends on whether the economy is or not at full-employment. Thus, conditional on eco-
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Figure 6: A Simple Model with Downward Wage Rigidities

Notes: The figure show the Aggregate Supply (AS) and Aggregate Demand (AD) curves.
Point (A) denotes the steady state equilibrium (no monetary shock). Point (B) denotes the
equilibrium with an expansionary monetary shock, and point (C) is the equilibrium with a
contractionary shock.

nomic activity remaining below full-employment, the effects of monetary policies would
be completely symmetric, as the economy moves along a flat portion of the supply curve,
with no effect on prices. Yet, when looking at the average effects of monetary shocks
across periods with full-employment and periods with “involuntary” unemployment, a
monetary tightening has larger effects on output and weaker effects on prices than mone-
tary easing. This is because, other things equal, in response to a monetary tightening the
economy remains below full-employment for a longer period of time than in response to
a monetary easing.26

6.3 Quantitative results

In order to provide a quantitative illustration of the described asymmetries, we adopt a
quarterly calibration of the model, where the discount factor β = 0.99, the intertemporal
elasticity of substitution σ = 1, the downward wage rigidity parameter φ = 1, the mone-
tary policy coefficient φπ = 1.5. Regarding the two shock processes, in line with existing

26For this reason, monetary tightening has larger real effects also when controlling for the state of the
economy before the monetary shock hits st−1, as we did in the empirical exercise.

25



empirical estimates (see e.g. Smets and Wouters, 2007), we set the autocorrelation of
the monetary shock ρm = 0.5 and the standard deviations σr = 0.25 percent, while the
standard deviation of (permanent) innovations to technology is σa = 0.45. The model is
solved and simulated using a (nonlinear) global projection method, where the expecta-
tion term in the aggregate demand (18) is approximated with a Chebyshev polynomial
on a coarse grid for the monetary policy shock (see Appendix A.3 for more details).

We then perform a Monte Carlo simulation using the model discussed above to vali-
date our empirical procedure. This exercise is particularly important since the empirical
specification (6) is possibly misspecified when the data are generated by a nonlinear
model, but still could represent a good approximation of the nonlinear dynamics em-
bedded in the DSGE. In particular, we generate 1000 realizations of the technology shock
and the monetary policy shock from the model, and calculate the implied series for out-
put, inflation and the interest rate. For every realization of the monetary policy shock,
we also construct an instrument which is equal to the shock plus an independent mea-
surement error with standard deviation equal to 0.025 (the same standard deviation of
the monetary policy shock). We then apply our econometric procedure using output,
prices and the interest rate. First, we estimate the monetary policy shock (the VAR used
to estimate the residuals has two lags and includes the three variables output, inflation
and the interest rate). Second, we estimate the nonlinear impulse response functions
from equation (6) (the VARX is estimated with two lags for both endogenous and exoge-
nous variables). The exogenous variables in the VARX are: the estimated shock itself, its
absolute value, and the interaction between the shock and a dummy taking value one if
the technology shock in the previous time period was negative and one if positive. Then,
we compute the average impulse response functions across the 1000 realizations.

Figure 7 displays the average impulse responses to a monetary shock, where aver-
ages are taken across different histories of technology shocks. The first column dis-
plays the theoretical impulse responses from the model, and shows that the presence of
downward nominal wage rigidities can rationalize (at least qualitatively) the sign- and
state-dependence of monetary tradeoffs found in the data. For instance, monetary easing
during a recession (red solid line) leads on impact to a 0.3 percent increase in output, at a
cost of only a 0.1 percentage point increase on inflation. Instead, an equal size monetary
tightening during a boom (blue dotted line) reduces inflation by roughly 0.4 percentage
points, with essentially no cost in terms of output.

The second column of Figure 7 displays the impulse responses obtained by applying
our econometric procedure on the artificial data generated by the model. Such responses
are very similar to their theoretical counterparts. This result suggests that the empirical

26



nonlinear representation (6) together with the Proxy-SVAR identification works remark-
ably well in approximating the nonlinearities arising from the theoretical model. We
believe this is an important result since it sheds some light on the linkages between
DSGE models and empirical models with relevant nonlinearities. This is a relatively
unexplored issue in the literature which we plan to study further in future research.

7 Conclusions

We propose a novel empirical approach to show that, for the US economy, the inflation-
unemployment tradeoff varies substantially depending on the sign of the intervention
(easing and tightening) and the state of the economy (booms and recessions). In par-
ticular, we find small (or no) inflation costs of reducing unemployment during reces-
sions, and moderate unemployment costs of reducing inflation during booms, while the
tradeoff is much larger in other cases. We also show that the empirical findings can be
rationalized by a simple model with downward nominal wage rigidities.

Overall, our results provide support to the use of countercyclical monetary policies,
both during booms and recessions. This conclusion is subject to two main caveats. On
the one hand, since the inflation-unemployment tradeoff changes dramatically depend-
ing on the state of the economy, the use of countercyclical policies could be risky is
situations of high uncertainty regarding the the underlying economic conditions —e.g. a
disinflationary policy could be very costly if output growth is weaker than expected. On
the other hand, our measure of the tradeoff corresponds to the effects of average mone-
tary interventions during the sample period. Clearly, the tradeoff may vary if the central
bank adopts unusual policies, in terms of size, persistence, or types of intervention (con-
ventional vs unconventional), and may also depend on the accompanying fiscal policy
measures. In this respect, our empirical approach may constitute a useful tool to study
additional sources of nonlinearities, and explore the link between nonlinear theoretical
models and empirical evidence.
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Figure 7: Monte-Carlo Exercise

Notes: The figure show the average impulse responses of output (first row) and annualized
inflation (second row) to a monetary shock. The first column reports the average generalized
impulse responses from the theoretical model, calculated as the difference between the path
of a variable in the presence of a monetary shock, and the corresponding path without a
monetary shock, and where averages are taken across 1000 histories of technology shocks.
The second column correspond to the estimated impulse responses using the empirical ap-
proach described in Section 4, and where averages are taken with respect to 1000 histories of
technology and monetary shocks. To facilitate the comparison, the responses to a monetary
tightening are multiplied by minus 1.
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Appendices

A.1 Inference

To draw the confidence bands we use a bootstrap procedure that takes into account the
fact that we have generated regressors. The bootstrap works as follows:

1. Draw with replacement T integers i(t), t = 1, . . . , T, uniformly distributed between
p + 1 and T, and construct the artificial sequences u1

t = ûi(t), g(u1,r
t ) = g(ûr

i(t)),
e1

t = êi(t), and z1
t = zi(t), for t = 1, . . . , T.

2. With the sequences obtained in step 1 compute an artificial dataset x1
t , t = 1, ..., T,

using equation (6) with the initial conditions, xt, t = 1, ..., p, and possibly, if q > 0,
g(u1,r

t ), t = p− q + 1, . . . , p.

3. With the new dataset, repeat the estimation procedure. In particular:

(a) Estimate the VAR of equation (7) and get the new residuals.

(b) Estimate the new shock from equation (14), by regressing the bootstrapped
instrument obtained in Step 1 onto the residuals obtained in Step 3(a).

(c) Use the dataset obtained in Step 2, the shock estimated in Step 3(b) and its
nonlinear function to estimate equation (6) and the impulse response func-
tions.

4. Repeat steps 1-3 J − 1 times to obtain J − 1 datasets xj
t, j = 2, ..., J and the related

impulse response functions. Compute the confidence band as usual, by taking
appropriate pointwise percentiles.

A.2 Simulations

In this Appendix we run a simulation to assess the validity of the empirical procedure
when the data generating process is given by eq. (6). To keep things tractable we consider
the following simplified version of the model:

xt = A1xt−1 + µ + α̃ur
t + Φ̃g(ur

t) + et. (A.1)

We set

A1 =

 0.3 0.7 −0.1
−0.2 −0.4 0.2
0.3 −0.2 0.6

 .
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We fix the matrix coefficients (rather than randomly generating them) to ensure stability.
We set m = n − 1 so that et = Γ0ut where Γ0 is 3 × 2 matrix whose coefficients are
randomly generated from a uniform distribution in [−1, 1] and ut is a 2× 1 vector with
distribution N(0, I). The monetary policy shock is also generated from a standardized
Normal, ur

t ∼ N(0, 1). We consider a single nonlinear function g(ur
t) = |u1

t |. In this case
Φ̃ ≡ [φ̃

1
] is just a column vector. The elements of α̃ and the elements two and three of

φ̃
1. i.e. φ̃

1
2 and φ̃

1
3, are also uniform in [−1, 1]. The element on the other hand φ̃

1
1 is

obtained by imposing that the first entry of φ1 is zero, i.e φ1
1 = 0, so that assumption

A4 is satisfied. We generate 1000 dataset of length T = 300 observations as the length of
the instrument in the empirical application. For each dataset the econometrican observes
zt = ur

t + vt where vt ∼ N(0, 1).

In a second simulation we use the same setting but assuming an asymmetric distri-
bution for ur

t . Indeed we set ur
t = u1

t and u1
t ∼ χ2

2.

Panel (a) of Figure A.1 plots the results of the first simulation. The black lines are the
average across the point estimates, the gray areas are the 68% and 95% bands. The blue
dotted lines are the true impulse response functions. The black and blue line are essen-
tially identical suggesting that the approach succeeds at estimating the true responses.
Panel (b) plots the results of the second simulation. As before the average response and
the true responses are almost identical confirming the validity of the procedure even the
distribution of the policy shock is not normal. In the last section of the paper we preform
a simulation using a DSGE model.

We repeat the first simulation, but now using the local projection approach to estimate
the impulse response functions. We make two exercises.27 In the first exercise we assume
that the shock is observable so that the shock and its absolute value are the regressors.
We control for two lags of the three variables. In the second exercise we use zt = ur

t + vt

as exogenous variable and its absolute value.28 The goal of this second experiment is to
understand what are the problem one faces working with local projections but with a
shock contaminated by noise.

Figure A.2 report the results. Panel (a) refers to the case of perfectly observable
shock and Panel (b) to the shock plus noise case. When the shock is observable, the
local projection approach performs very well and the average responses overlap with the
theoretical responses. As expected, the bands are larger than in the Proxy-SVAR case.

27The estimated equation is xi
t+j = c + α̃jur

t + β̃ j|ur
t | + ψ′J(L)xt−1 + ξt, where j = 0, 1, ... and ψ′j(L) =

ψ′0j + ψ′1jL and ψij is a n-dimensional column vector. The responses are α̃j and β̃ j.
28The estimated equation is xi

t+j = c + α̃jzrt + β̃ j|zrt| + ψ′j(L)xt−1 + ξt, where j = 0, 1, ... and ψ′j(L) =

ψ′0j + ψ′1jL and ψij is a n-dimensional column vector.. The responses are α̃j and β̃ j.
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Panel (a)

Panel (b)

Figure A.1: Impulse response functions from the Proxy-SVAR using 1000 data sets gen-
erated from (6) . Panel (a) simulation with standardized Normal structural shocks. Panel
(b) the policy shock has a chi-square distrubution with two degrees of freedom.
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Panel (a)

Panel (b)

Figure A.2: Impulse response functions from the local projection approach using 1000
data sets generated from (6). Panel (a) shock itself is used in the local projection. Panel
(b) the instrument (shock plus noise) is used in the local projection.
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When the shock is observed with noise, local projections do a terrible job. As discussed
before all the responses are biased downward because of the presence of measurement
error. It is true that the sign of the responses is correctly captured, but the magnitudes are
completely different. As a consequence the nonlinear responses would be misleading.

In another simulation, not reported here, we split the shocks into negative and pos-
itive since this is a strategy often followed in the literature to estimate asymmetries in
terms of sign. Again if the shock is perfectly measured the estimated impulse response
functions are identical to the true ones. However, if the shock is measured with noise,
the responses (even those normalized by some impact effect) are distorted and different
from the true ones.

A.3 Solution of the Theoretical Model

Solving the theoretical model of Section 6 amounts to solve the following system

1 = βR̄Πφπ

t Ỹσ
t exp{mt}Et

{
exp{−σua,t+1}Ỹ−σ

t+1Π−1
t+1

}
(A.2)

(
Ỹt − 1

) (
exp{ua

t } −Π−1
t

)
= 0 (A.3)

where Ỹt ≡ Yt/ exp{at} is detrended output. To solve the model, we approximate the
expectation term on the RHS of the aggregate demand through a Chebyshev polynomial
on a coarse grid for the monetary shocks, i.e. we approximate the function

X (mt) ≡ Et

{
exp{−σua

t+1}
(
Ỹt+1

)−σ Π−1
t+1

}
.

Note that, since the technology innovation ua
t is assumed to be i.i.d., it does not affect

future expectations and thus it does not constitute an argument of the function X(·). The
advantage of this procedure is that the expectation function X (·) is a smooth function
of the monetary shock, while the policy functions of inflation and output are not, due to
the “kink” related to downward wage rigidities.

For a given guess of the function X (mt) , the solution of the model can be obtained
analytically as

ỹt = 0, πt = −
1

φπ
[xt + mt + (r̄− ρ)] if mt ≤ φπua

t − xt − (r̄− ρ)

ỹt = −
1
σ
[xt + mt − φπua

t + (r̄− ρ)] , πt = −ua
t if mt > φπua

t − xt − (r̄− ρ)
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where lower-case variables denote the log of upper case variables, which can be used to
calculate ỹt+1 and πt+1 for all realizations of future shocks. The initial guess constitutes
an equilibrium if it satisfies

X (mt) = Et [exp{−σ (ua,t+1 + ỹt+1)− πt+1}] .
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Online Appendix (not for publication)

B.1 Model with Only Sign-Dependence

Figure B.1: Only sign-dependence. Impulse response functions. Solid lines are the point
estimates, the gray areas are 68% confidence bands.
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Figure B.2: Only sign-dependence. Impulse response functions. Solid lines are the point
estimates, the gray areas are 68% confidence bands.
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B.2 Model with only State-Dependence

Figure B.3: Only state-dependence. Impulse response functions. Solid lines are the point
estimates, the gray areas are 68% confidence bands.
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Figure B.4: Only state-dependence. Impulse response functions. Solid lines are the point
estimates, the gray areas are 68% confidence bands.
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B.3 Unemployment Rate as a State Variable

Figure B.5: Unemployment rate as state variable, long sample. Impulse response func-
tions of linear, absolute value and state components. Solid lines are the point estimates,
the gray areas are 68% confidence bands.
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Figure B.6: Unemployment rate as state variable, long sample. Nonlinear Proxy-SVAR.
Impulse response functions of easing and contractions in expansions and recessions.
Solid lines are the point estimates, the gray areas are 68% confidence bands.
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Figure B.7: Unemployment rate as state variable, long sample. Tradeoff curves. Blue
expansions, red recessions, black linear, dotted contractionary shock, solid expansionary
shock.
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