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Abstract

Considering a real-valued diffusion, a real-valued reward function and
a positive discount rate, we provide an algorithm to solve the optimal
stopping problem consisting in finding the optimal expected discounted
reward and the optimal stopping time at which it is attained. Our ap-
proach is based on Dynkin’s characterization of the value function. The
combination of Riesz’s representation of a-excessive functions and the in-
version formula gives the density of the representing measure, being only
necessary to determine its support. This last task is accomplished through
an algorithm. The proposed method always arrives to the solution, thus
no verification is needed, giving, in particular, the shape of the stopping
region. Generalizations to diffusions with atoms in the speed measure and
to non smooth payoffs are analyzed.
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1 Introduction

Given a diffusion X = {X;: ¢ > 0} taking values in an interval Z C R, a non-
negative continuous reward function g: Z — R, and a discount factor o > 0,
consider the optimal stopping problem consisting in finding the value function
V(z) and the optimal stopping rule 7%, such that

V(z)=E, (e*ar*g(XT*)) = 75_1612 E, (eiO‘Tg(XT)) ) (1)

Here T is the class of stopping times and we consider g(X,) = 0 if 7 = oo
(see section 2 for definitions). Optimal stopping for real-valued diffusions is a
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well established and rich area of research. It can be inscribed into the class
of markovian stopping problems, existing many different approaches to solve
them. One of the most popular ones, the free boundary approach (see Peskir and
Shiryaev [2006] with the historical comments in pp. 50-52 and the corresponding
references), when applicable, is very effective and consists in two steps: the
solution of a free boundary differential equation to find a candidate solution;
and the verification (usually through stochastic calculus) that the candidate is
the true solution. The celebrated smooth fit condition becomes a key tool in this
framework. A second approach we mention is Dynkin’s characterization of the
value function [Dynkin, 1963]. It was used for instance by Taylor [1968], and
has a variation proposed in Dayanik and Karatzas [2003] (where concavity is
used instead of excesiveness). Other several different approaches can be found
in Chapter IV of Peskir and Shiryaev [2006].

Under the conditions assumed in this paper (see section 5), the optimal
stopping rule exists and has the form

™ =inf{t > 0: X, € S}, (2)
where the stopping region is the closed set
S={ze€l:V(z)=gx)}. (3)

The continuation region is C = T\ S. A key role in our proposal is played by
the negative set
N={zxeZ: (a—L)g(x) <0}

where L is the infinitesimal generator of X.

Regarding applications, it must be noticed that in most of the problems
where a solution can be found, the continuation region C is either a half-line,
giving one-sided solutions, or a finite interval, giving rise to a two-threshold pol-
icy (or a two-sided solution). The first situation appears typically in perpetual
American options (see for instance Mc Kean [1965] and Merton [1973]), also
in the problem of disruption for a Wiener process (see section 4.4 in Shiryaev
[2008]). The second one appears in the case of sequential testing of two simple
hypotheses of the mean of a Wiener process (see section 4.2 in Shiryaev [2008]),
in the quickest detection problem [Shiryaev, 2010], and also in the pricing of a
perpetual straddle or strangle option [Gerber and Shiu, 1994]. The analysis of
continuation intervals appears in Alvarez [2001] under restrictions on the shape
of the continuation region. More recent references on one-sided and two-sided
solutions are for instance Rischendorf and Urusov [2008] and Lempa [2010].
Lamberton and Zervos [2013] obtain verification results in a framework of weak
solutions of SDE with measurable coefficients and a state dependent discount.

As we mentioned above, the continuation region of solvable problems are
usually half lines or intervals. More important, the shape of this set should be
known in advance in order to solve the problem. Solved cases with different
continuation regions are seldom treated in the literature, as in order to apply
the smooth pasting condition, one has to guess first the structure of this set.



Furthermore, and perhaps more relevant to our discussion, examples are usually
solved based on verification results (see the discussion in the Introduction in
Lamberton and Zervos [2013] with the references therein).

The method that we propose in the present paper consists in the following
steps:

(1) Apply Dynkin’s characterization to obtain that the value function is the
minimal excessive function that is a majorant of the reward.

(2) Represent this excessive function as an integral of the Green kernel of the
process w.r.t. a representing measure.

(3) Identify the support of this representing measure as the stopping region S,
based on the fact that the value function is harmonic on the continuation
region.

(4) Identify the density (w.r.t. the speed measure) of the representing measure
through the inversion formula.

(5) Determine the support S of this measure through an algorithm, construct-
ing C =7\ S as an enlargement of the set N.

The proposed method departs from the scale function and speed measure (that
determine the generator £) and the increasing and decreasing solutions of the
equation au = Lu (that determine the Green kernel), and gives the complete
solution of the problem without need of further verification. The main restric-
tion of the method is that the negative set should be a finite union of intervals,
ie. N = U?zl N;. Tt is important to note that N is directly computed from the
data of the problem. The steps of the algorithm to construct the set C are the
following:

1. (enlargment) for each N; construct the largest possible interval C; D N;
contained in the continuation region (see Condition 2.3);

2. if C; are pairwise disjoint intervals then C = J, C;;

3. else (merge), denote by N; each connected component of | J; C; and return
to step 1. (Observe that the number of intervals strictly decreases.)

As a consequence, the algorithm’s output are the connected components of
the continuation region (whose number is smaller or equal than n) determining
if the problem is one-sided, two-sided, or other (i.e. the continuation region is
the union of several intervals). The value function is then written as an integral
of the Green kernel w.r.t. the just obtained measure, and this integral gives
the classical form of value function as a linear combination of the fundamental
solutions in each continuation interval.

The representation of excessive functions in optimal stopping of diffusions
was initiated by Salminen [1985], who represents the value function in terms of
the Martin kernel. Afterwards, Mordecki and Salminen [2007] use the Green



kernel for optimal stopping of Hunt and Lévy processes. The identification of
the representing measure through the inversion formula was obtained in Crocce
[2014], and appears in Crocce and Mordecki [2012] for one-sided problems, and
in Christensen et al. [2019] for multidimensional diffusions. It can be traced
back to formula (8.30) in Dynkin [1969], for the cases when the limit therein can
be interchanged with the integral. More recently, also based in representation
methods, disconnected stopping regions where obtained for optimal stopping
problems for diffusions with discontinuous coefficients in Mordecki and Salminen
[2019a,b].

The rest of the paper is as follows. In section 2 we introduce the necessary
definitions and the main result, in section 3 we discuss possible generalizations
in two separate directions: diffusions with atoms in the speed measure, and non-
smooth (but still continuous) rewards. Section 4 presents the implementation
of the algorithm and contains two examples, and section 5 contains the proof of
the main result.

2 Main result

Consider a conservative and regular one-dimensional diffusion X = {X;: ¢ > 0},
in the sense of It6 and McKean Jr. [1974] (see also Borodin and Salminen [2002]).
The state space of X is denoted by Z, an interval of the real line R with left
endpoint ¢ = infZ and right endpoint » = supZ, where —oo < ¢ < r < o0.
The boundaries can be of any kind but killing. Denote by P, the probability
measure associated with X when starting from z, and by I, the corresponding
mathematical expectation. The set of stopping times T is considered with
respect to the usual augmentation of the natural filtration generated by X (see
I.14 in Borodin and Salminen [2002]).

Denote by L the infinitesimal generator of the diffusion X, and by D(L) its
domain. For any stopping time 7 and for any f € D(L) the following discounted
version of the Dynkin’s formula holds:

fa) = [ et - 0 4 BT f00). @
0
The resolvent of the process X is the operator R, defined by
Rou(z) = / e B, u(Xy)dt,
0

applied to a function v € 6,(Z) = {u: T — R, u is continuous and bounded}.
The image of the operator R, is independent of o > 0 and coincides with
the domain of the infinitesimal generator D(L). Moreover, for any f € D(L),
Ro(a— L)f = f, and for any u € 6,(Z), (o« — L)Rqu = u. In other terms, R,
and o — £ are inverse operators (see Prop. VIL1.4 in Revuz and Yor [1999]).
Denoting by s and m the scale function and the speed measure of the diffusion
X respectively, we have that, for any f € D(L), the lateral derivatives with



respect to the scale function exist for every x € (£, 7). Furthermore, they satisfy

o f o f \_
W(x) - g(f) =m({z})Lf(z), (5)
and the following identity holds for z > y:
ot ot
Loy -2 Lw= [ crwman.

(y,2]

This last formula allows to compute the infinitesimal generator of f at x € (¢, 1)
by the Feller’s differential operator [Feller, 1957]

9 ot

Lf(x) = om Os (z). (6)

Given a function u: Z — R, and z € (¢, r) we give to Lu(z) the meaning given in
(6) if it makes sense. We also define Lu(¢) = lim,_,,+ Lu(x), if the limit exists.
There exist two continuous functions ¢, : Z — R decreasing, and ¢, : Z +— RT
increasing, solutions of au = Lu, such that any other continuous function u is
a solution of the differential equation if and only if © = ap, + bib,, with a,b in
R. Denoting by A, = inf{t: X; = z} the hitting time of level z € Z, we have

Yalz) <
—a va(z)? U5
Ex(e ﬁz) = Sﬂa(m) (7)
S"a(z)’

The functions ¢, and 1,, though not necessarily in D(L), also satisfy (5) for
all x € (4,r), so that in case m({z}) = 0, the derivative at = of both functions
with respect to the scale exists. The a-Green function of X is defined by

Gal(z,y) =/ e “p(t; x,y)dt,
0

where p(t; 2, y) is the transition density of the diffusion with respect to the speed
measure m(dx) (this density always exists, see Borodin and Salminen [2002]).
The Green function may be expressed in terms of ¢, and v, as follows:

w;lwa(x)@a(y), <y,

Ga(z,y) = { (8)

where w,, the Wronskian, given by

_ oy

Wa = Os

is positive and independent of z (Borodin and Salminen [2002]). For general
reference on diffusions and Markov processes see Borodin and Salminen [2002],
It6 and McKean Jr. [1974], Revuz and Yor [1999], Dynkin [1965], Karatzas and
Shreve [1991].

(@00 (x) — (@) 22 (@)




A non-negative Borel function u: Z — R is called a-ezcessive for the process
X if e E,(u(X;)) < u(x) for all z € Z and ¢t > 0, and lim;_,0 E, (u(X;)) =
u(x) for all x € Z. A 0-excessive function is said to be excessive. Dynkin’s
characterization [Dynkin, 1963] states that, if the reward function is lower semi-
continuous, V is the value function of the non-discounted optimal stopping
problem with reward g if and only if V' is the least excessive function such that
V(z) > g(x) for all x € Z. Applying this result to a killed process [Crocce and
Mordecki, 2012], we obtain that V, the value function of the problem (1), is
characterized as the least a-excessive majorant of g .

A key feature of our proposal is the representation of excessive functions
as integrals of the Green kernel. The Riesz’s representation of an a-excessive
function states that a function u: Z — R is a-excessive if and only if there exist
a non-negative Radon measure p on [¢, 7] such that

u(z) = . )Ga(x,y)u(dy) + 1({€})¢a(z) + p({r})va(z). (9)
Furthermore, the previous representation is unique. The measure p is called the
representing measure of w. Formula (9) is obtained from II.29 in Borodin and
Salminen [2002].

We next formulate our main result in a smooth framework: the value function

g satisfies the inversion formula (in particular Lg(z) must be defined for all
rel):

o(z) = / G, 9)( — L)g(y)m(dy): (10)

and the speed measure has no atoms. The proof of this result is deferred to
section 5. A discussion of possible generalizations in presented in section 3.
Denote

o(dy) = (a — L)g(y)m(dy). (11)

Theorem 2.1. Consider a diffusion X whose speed measure has no atoms.
Assume that the reward function g satisfies the inversion formula (10) and that
the negative set is a finite union of n > 1 disjoint intervals, i.e.

N - U;L=1Ni.

Then, the value function of the OSP is

Vi(z) = /5 Galz,y)o(dy), (12)

where the continuation region C =T\ S is a finite union of 1 < m < n disjoint
intervals Cy, i.e.
C= U;ZICZ‘,

s.t. N CC, and
(a) if € <inf Cy, then [ pa(y)o(dy) =0,



(b) if sup C; < r, then [ va(y)o(dy) =0,
(C) fOT’ T e Ciz fci Goz(xay)o—(dy) < 0.

Furthermore, the continuation region C can be found by Algorithm 2.1, to be
presented further on.

Remark 2.2. If x € C; = (¢;,7;), according to (12), we have

V(z) = /I\C Gaol(z,y)o(dy)

- / Wz () pa (2)o (dy) + / w3 o (2)pa(y)o(dy)
(Z\C)n{z<¥;}

(Z\C)Nn{z>r;}
= kipa(z) + k3o ().

Applying the representation Lemma 5.2 we know that V' (¢;) = ¢g(¢;) and V (r;) =

glr), obtaining () alls) — g(6)a(r)
i 9\T)Palty) — g\Li) Wl
B = a6 a(r) — ()l (13)

i 9)pa(ri) — g(ri)pa(li)
2 Yalli)palri) — Yalri)palli)

In the particular case in which ¢; = ¢ we have ki = 0 and k% = g(r;)/v¥a(r:),
and if r; = r then k1 = g(4;)/¢a(¢;) and ks = 0. We have then the classical
alternative formula

Vi) =9 forodC,
kloa(x) + koo (z), forxze Ciii=1...m.

and

(14)

(15)

The coefficients in (13) and (14) appeared (in a slightly different form) in
Alvarez [2001], and also in Lempa [2010], and Lamberton and Zervos [2013].
As we mentioned above, the continuation region is constructed as an en-
largement of the negative set, and this is done by enlarging each of the intervals
N; of M. Introduce P = Z\ N the positive part of the support of o, and denote
by o+ (dz) the measure
ot (dz) := o(dr)lp(z),

where o is given in (11), and, for an arbitrary interval D C Z define the signed
measure op by
op(dz) = 1p(x)o(dz) + ot (dz)lz p. (16)

Observe that op is a positive measure outside D, equal to ¢ in D.
The following statement specifies what are the conditions that the enlarged
interval C' should satisfy.

Condition 2.3. We say that the pair of intervals (N,C): N C C C T satisfy
Condition 2.3 if the following assertions hold:



(i) both, [y ¢a(x)o(dz) <0 and [y VYo(x)o(dz) < 0;

)
(ii) if £ <inf C, then [, o (z)on(dz) = 0;
(i) if sup C' < 7, then [ 9o (z)on(dx) = 0;
)

(iv) for every x € C, [, Ga(z,y)on(dy) <0.

The algorithm to construct the continuation region follows.

Algorithm 2.1. (Starting from a subset of the continuation region, in subse-
quent steps, increase the considered subset until finding the actual continuation
region.)

BS. (base step) Consider disjoint intervals Ny, ..., N, C Z such that
n
N={zeZ:(a—-L)gx)<0}= UNi'
i=1

Consider for each i, the interval C; such that (NV;, C;) satisfies Condition
2.3 (this can be done in virtue of Lemma 5.3). Define

O ={(N;,C;):i=1...n},
and go to the iterative step (IS) with ©.

IS. (iterative step) At this step we assume given a set © of pair of intervals
satisfying Condition 2.3. We assume the notation'

6 = {(Nz = (ai,bi),Ci = (di7bi)): 1=1.. .TL},

with a; < a; if ¢ < j (the intervals NN; are ordered) and b; < a;4+1 (the
intervals N; are disjoint)

— If for some j, C; = Z, the algorithm is finished and the continuation
region is 7.

— Else, if the intervals C; are pairwise disjoint, the algorithm is finished
and the continuation region is

— Else, if a; = ¢ for some j > 1, add to © the pair (N = (¢,b,),C)
satisfying Condition 2.3, and remove from © the pairs (N;, C;) for
1 =1...j. Observe that the existence of C is proved in Lemma 5.4.
Return to the iterative step (IS).

lwe remark that at different moments the algorithm execute this step, the notation refers

to different objects, e.g. the set © is not always the same set.



— Else, if b; = r for some j < n, add to © the pair (N = (aj,7),C)
satlsfylng Condition 2.3, and remove from © the pairs (N;, C;) for
i=7j...n (observe that the existence of C' is proved in Lemma 5.5).
Return to the iterative step (IS).

— Else, if for some j, C;NCj41 # 0, remove from © the pairs j and j+1,
and add to © the pair (N = (a;,b;j41),C) satisfying Condition 2.3
(its existence is guaranteed depending on the situation by Lemmas
5.6, 5.7, 5.8 or 5.9). Return to the iterative step (IS).

Finally note that, each time when we return to the iterative step the number
of pairs of intervals in © decreases, the algorithm performs at maximum n steps.

3 Generalizations

3.1 Diffusions with atoms in the speed measure

The absence of atoms of the speed measure was required only for simplicity of
exposition. A modification of the main result can be formulated also when the
speed measure has a finite number of atoms. The main difference is that the
functions
Z va(x)on(dx), 2+ Yo (x)on(dx),
(z,b) (a,z)

in the proof of Lemma 5.3 can be discontinuous, having finite jumps at the
atoms. Then, if one of the extremes of an interval happens to be an atom, in
order to verify (ii) and (iii) in Condition 2.3, the representing measure should
contain part of the mass of the atom, and the smooth fitting does not hold.
This situation, with the presentation of corresponding examples, was examined
in Crocce and Mordecki [2012].

3.2 More general reward functions

In many situations the reward function g is not regular enough to satisfy the
inversion formula (10). Assume then that there exists a measure v such that

z) = / Gl y)0(dy), (17)

where g is non-negative and continuous, and G, (z, y) is defined by (8). In these
cases, considering the second derivative of the difference of two convex functions
as a signed measure, it is possible to obtain a “generalized” inversion formula
useful for our needs (see Dudley [2002] Problems 11 and 12 of Section 6.3).
Just to consider a simple example, assume that X is a standard Brownian



motion, and consider the function g: R — R given by

0, z <0,
=, O<z<l,
G T
r—2, x>2.

In this case, the differential operator is £f = 1f” when f is in D(£). The
inversion formula (10) would be

o(z) = /}R Gz, y) (0 — L)g(y)m(dy)

where m(dy) = 2dy, so the candidate to be v is (o — £)g(y)2dy. The derivatives
of g, in the general sense, would be

1, z <1
Jgx)y=<-1, 1<x<?2
1 x> 2

and the second generalized derivative is the measure —201(dz) + 292 (dx) (where
0q(dz) denotes the Dirac’s delta measure at the point = a). This lead us to
consider

v(dy) = 2ag(y)dy + 201 (dy) — 202(dy). (18)
The corresponding computations show that (17) holds with v in (18).

Theorem 3.1. Consider a one-dimensional diffusion X and a non-negative
and continuous reward function g: T — R such that (17) holds, with v a signed
measure on L. Suppose that C;: i = 1,...,m (m could be 00) are pairwise
disjoint subintervals of I, such that

(a) fCi ©a(y)v(dy) = 0 if there is some x € T such that x <y for all y € C;,

(b) fCi Ya(y)v(dy) =0 if there is some x € T such that x >y for all y € C;.

Define S by
S=T\U-,C;.

and V:ZT — R by
V(l‘) = /SGQ(-T7:U)V(dy)

Ifv(dy) >0 in S, and V > g in C = U™, C;, then V is the value function
associated with the OSP, and S is the stopping region.

Remark 3.2. With the same arguments given in Remark 2.2 we obtain the
alternative representation for V, given in (15).

10



Proof. Based on Theorem 3.3.1 in Shiryaev [2008] we know that g satisfies
Dynkin’s characterization. The strategy for the proof is then to verify that
V' is the minimal a-excessive function that dominates the reward function g.
By the definition of V, and taking into account that v is a non-negative mea-
sure in S, we conclude that V' is an a-excessive function. Applying Lemma 5.2
with W, := V, we conclude that V(x) and g(x) are equal for z € S, which in
addition to the hypothesis V(x) > g(x) for all 2 € §¢ allow us to conclude that
V' is a majorant of the reward. So far, we know

SLTlp E, (e *"g9(X;)) < V().

From Lemma 5.2 —in the first equality— we get

Viz) =E, (efaﬁsg(Xﬁs)) < Sl:p E, (eiO‘Tg(XT)) ,

that proves the other inequality holds as well. From the previous equation we
also conclude that § is the stopping region. O

Comparing Theorem 2.1 and Theorem 3.1, it should be emphasized that the
former gives a characterization of the solution and a method to find it, while
the latter is just a verification theorem, which of course, also suggests a method
to find the solution. However, Theorem 3.1 has less restrictive hypothesis and,
although we do not include it here, an algorithm to find the continuation region
may be developed, at least when the region in which the measure v is negative,
is a finite union of intervals; in fact, Algorithm 2.1 would be a particular case
of this algorithm when considering v(dy) = (o — £)g(y)m(dy).

4 Examples
In order to apply Theorem 2.1 it is necessary to check the inversion formula. This

requires essentially two conditions: enough smoothness and a proper behavior
at infinity. A reasonable behavior at infinite is the following;:

tim 2 gy 9SG (19)

A7 Yalz) | A palz)

(For other behaviors see Theorem 6.3 in Lamberton and Zervos [2013].) These
conditions are useful to verify the inversion formula (10) for a smooth function,
as stated in the following result.

Proposition 4.1. Assume that T = ({,r), that for g: T — R the differential
operator is defined for all x € Z, and that

[ Gatwwl(a - Dgwlmiay) < . (20)
z
Take sequences £, | £ and rp, T r s.t. for each n there exists a function g, €

D(L) such that g,(x) = g(x) for all x € (bpt1,Tn+1)- Then, if (19) holds, the
inversion formula (10) holds true.

11



Proof. Under the condition (20), an application of Fubini’s Theorem gives

/I G2, 9)(e — L)g(y)m(dy) = Ra(a — L)g(x).

Let 7, be the hitting time of the set Z \ (£,,ry,), defined by
Tni=1nf{t > 0: Xy & (b, 7))}

Consider z € (ry,%,). We have 7, = inf{#4._,#, }. By the continuity of the
paths it can be concluded that 7,, — 0o, (n — 00). Applying Dynkin’s formula
(4) to g, and 7, we obtain

) =B ([ o LX) + B (e (X))

taking into account that g,(z) = g(z) and (o — L)g(x) = (o — L)gn(z) for
lpt1 < T < Tpy1, from the previous equality follows that

g(z) =, (/ e o — E)g(Xt)dt> + E, (e g(X4,)). (21)
0
About the second term on the right-hand side of the previous equation we have

E, (e ™ g(Xs,)) = By (e7 " g(Xs, s, <i})
+ Ex (e g(Xa, Vi, <4, 3)
< E. (e g(X,, ) + B (= g(X, )

_ r g(rn) - g(€n)
= Yol )¢a(rn)+ a( )Saa(gn)7

by (7), which taking the limit as n — oo vanishes, by (19). Finally, we can
apply Fubini’s theorem, and dominated convergence theorem to conclude that
the limit as n — oo of the first term on the right-hand side of (21) is

/I Gal@,y)(a — L)g(y)m(dy),

thus completing the proof. O

4.1 Implementation

To compute in practice the optimal stopping region, following the Algorithm
2.1, it can be necessary a computational implementation of some parts of the
algorithm. In fact, to solve our examples we have implemented a script in R [R
Core Team, 2012] that receives as input:

- the function (o — £)g;

- the density of the speed measure m;

12



- the atoms of the speed measure m;
- the functions @, and 1q;

- two numbers a, b that are interpreted as the left and right endpoint of an
interval N

and produce as output two numbers o’ < a, b’ > b such that (N, (a’, b)) satisfy
Condition 2.3. It is assumed that the interval N given as input satisfies the
necessary conditions to ensure the existence of N'. To compute a’ and b’ we use
a discretization of the given functions and compute the corresponding integrals
numerically. We follow the iterative procedure presented in the proof of Lemma
5.3. Using this script the examples are easily solved following Algorithm 2.1.

4.2 Brownian motion with polynomial reward

Theorem 2.1 is specially suited for non-monotone reward functions. In the
following two examples we consider the same process and reward function with
to different discount values: @ = 2 and o = 1.5. It is known that the stopping
region increases with the discount (Prop. 1 in Mordecki and Salminen [2019a]).
More interesting, the algorithm 2.1 finds no intersection in the first case (so it
is not necessary to go back to the iterative step) but finds an intersection in
the second case (and goes back to the iterative step). As a result in the first
case the continuation region has three components, and in the second case two.
Furthermore, it is clear that for o small enough, the problem is one sided.

Example 4.2 (a=2). Consider a standard Brownian motion X. Consider the
reward function g defined by

g9(z) == —(z = 2)(x — Da(z + 1)(z +2),

and the discount factor e = 2. To solve the optimal stopping problem (1), by
the application of Algorithm 2.1, we start by finding the set (o — £)g(z) < 0.
As the infinitesimal generator is given by Lg(z) = ¢”(x)/2, after computations,
we find that

3
N ={z: (a = L)g(x) <0} = U N;,
i=1
with Ny ~ (—2.95, —1.15), Ny ~ (0,1.15) and N3 ~ (2.95,00). Computing C;,
as is specified in the (base step) of the algorithm in the proof of Theorem 2.1, we
find Cy ~ (—3.23,-0.50), C2 ~ (—0.36,1.43) and C3 ~ (1.78,00). Observing
that these intervals are disjoint we conclude that the continuation region is given
by C1 UCy U Cs. Now, by the application of equation (15), we find the value
function, which is shown in Fig. 1. Note that the smooth fit principle holds in
the five contact point.

13



N
T

Figure 1: OSP for the standard BM and a 5th. degree polynomial: g (black),
V (gray, when different from g). Parameter o = 2.

Example 4.3 («=1.5). Consider the process and the reward as in the previous
example but with a slightly smaller discount, a = 1.5. We have again

3
{z: (a = L)g(z) <0} =N,
i=1
but with Ny ~ (—3.21,—-1.17), Ny ~ (0,1.17) and N3 ~ (3.21,00). Computing
C; we obtain C; ~ (—3.53,—0.31), Cy ~ (—0.39,1.46) and C3 ~ (1.76,00). In
this case C1NCy # (), therefore, according to the algorithm, we have to consider
N; ~ (=3.21,1.17), obtaining C; ~ (—3.53,1.46). Now we have two disjoint
intervals and the algorithm is completed. The continuation region, shown in
Fig. 2, is
C ~ (—3.53,1.46) U (1.76, 00).

4.3 Example: A non-differentiable reward

Consider the OSP with reward g: R — R given by

z, <1,
r—2 T > 2.

This is the function already presented above. It satisfies (17) with v given by
(18). Consider the discount factor @ = 1. The measure v is negative in (—o0, 0)
and in {2}. Computing exactly in the first case, and by numerical approximation
in the second (by following a variant of Algorithm 2.1), we manage to find
two disjoint intervals Ny ~ (—o0o,1/v/2) and No ~ (1.15,2.85) that satisfy the

14



Figure 2: OSP for the standard BM and a 5th. degree polynomial: g (black),
V' (gray, when different from g). Parameter o = 1.5.

conditions of Theorem 3.1. For V| we have the expression given in Remark 3.2,
which considering 9, (x) = e and @, (r) = e~V2%% in the particular case
a = 1, renders?

2ax

k%e\/ﬁx, T < %,

z, % <zx<l1,
Vi(z) = —x + 2, 1 <z <1.15,

k2e=V2r 4 k2eV22 115 < 2 < 2.85,

T —2, T > 2.85;

with ki = ﬁ ~ 0.26, k¥ ~ 3.96 and k3 ~ 0.013. In Figure 3 we show the
reward function g and the value function V.

5 Proof of the main result

To begin with the proof, we first observe that for a diffusions defined as in section
2, excessive functions are continuous (see 29 in Borodin and Salminen [2002]),
and for the OSP in (1), Theorem 6 pp. 137 in Shiryaev [2008] is applicable,
giving that the optimal stopping rule exists and has the form (2) with stopping
set (3). In consequence, as both g and V are continuous functions, the set S is
closed. We follow by presenting a few preliminary results.

Proposition 5.1 (Harmonicity). (a) Consider x € [a,b] C Z and
hop := inf{t: X; = a} Ainf{t: X; = b}.

Then, if a > ¢
Ya(r) =, (e_aﬁab‘Pa(Xﬁab)) )

we approximate the roots.

2

15



0.6

0.4

Figure 3: OSP for the standard BM and irregular reward: g (black), V; (gray,
when different from g).

and, if b <r
%(fﬂ) =E,; (e_aﬁabwa(xﬁab)) .
(b) Consider the function Wy,: T — R such that

Wolw) = [ Galeg)olan)
where o is a postive measure and the set S is
S - I\ U?:lNiv

where n could be infinite, and N; are disjoint intervals included in Z. Then, the
function W, satisfies

Wa(z) = By (e Wo (X)) -

Proof. (a) Let us proof the first statement, which is a direct consequence of the
discounted Dynkin’s formula for functions that belong to D(L). As po ¢ D(L),
we consider a function h € €,(Z) such that h(x) = 0 for > a and h(x) > 0 for
x < a. Then f defined by f(z) := (Rah) (x) belongs to D(L) and there exist
a constant k > 0 such that for x > a, f(x) = kpa(z) [see Ité and McKean Jr.,
1974, section 4.6]. The discounted Dynkin’s formula holds for f, so, for z > a,

f(l') - Em (e—ozﬁabf(Xﬁab)) = Ez (/ ab (OZ — ﬁ)f(Xﬂdt) .
0

From the continuity of the paths, for ¢ € [0, figp], Xt > a and (o — L) f(X¢) =
h(X:) = 0, so the right-hand side of the previous equation vanishes. Finally
taking into account the relation between f and ¢, the conclusion follows. The
second statement is proved in an analogous way.

16



(b) If € S the result is trivial, because fs = 0. Let us consider the case x ¢ S.
In this case x € N; for some i; we move on to prove that

Ga(x,y) =E, (e_aﬁSGa(Xﬁsay))

for all y in S. To see this, let us denote by a = inf N; and b = sup N;, and
observe that s = fgp. If b < r and y > b we have G, (z,y) = w10 ()P (y)
and by (a) we get

Ga($7 y) = w;l E, (e_aﬁabwa(Xﬁah)) ‘Poc(y)
- Ez (eiaﬁabGa (Xﬁab, y)) )

where in the second equality we have used again (8) and the fact that ., < y.
In the case y < a we have to do the analogous computation. Now we can write

W () = /S Gz y)o(dy) = /S E, (e~ Go(Xss,1)) o(dy)

—E, (e [ GullXes o)) = B. (e Wal(Xes10)

and the result follows. O

Lemma 5.2 (Representation). Let X be a one-dimensional diffusion and con-
sider the function g: T — R defined by

o(z) = / Ga(z, 9)o(dy),

where o is a signed measure on L. Consider the function W, : T — R defined
by

W (z) == /S Gz, 1) (dy), (22)

where the set S is
S = I\ U?il Oi,

where m could be infinite, the intervals C; C I are pairwise disjoint, and

(a) fCi va(y)o(dy) = 0 if there is some x € T such that x <y for all y € C;,

(b) fCi Ya(y)o(dy) = 0 if there is some x € T such that © >y for all y € C;,
Then g(z) = Wy (z) for allz € S.

Proof. From the definitions of g and W, we get
o) = [ Gatev)otin)

=Wa(z) + Z/C Gal(z,y)o(dy).

17



To prove the result it is enough to verify that if x € S, then
/ Guo(z,y)o(dy) =0, for all 4.
Cy

Consider z € S, then for any i = 1...n, we have that = ¢ C;. Since C; is an
interval either x < y for all y in C; or x > y for all y in C;. Suppose the first
case, from (8) we obtain

/ G, 9)o(dy) = w3 Y () / po(y)o(dy) = 0,
C; C;

where the second equality follows from hypothesis. The other case is analogous.
O

5.1 Enlargment

Lemma 5.3 (Enlargment). Under the assumptions of Theorem 2.1, consider
an interval N C I, such that o(dz) < 0 for x € N. Then, there exists an
interval C' such that (N, C) satisfies Condition 2.3

Proof. Consider N to be (a,b). Assertion (i) in Condition 2.3 is clearly fulfilled.
Without loss of generality (denoting by ¢, the result of multiplying ¢, by the
necessary positive constant) we may assume

/N%/Ja(l“)ff(dx) = /Nsoa(x)cr(da:) < 0.

Under this assumption, ¢4 (a) < 1 (a) and @4 (b) > 14 (b). Consider

21 := inf {z €l al: /( ) va(r)on(dx) < O} .

Since pq(x) > () for < a and oy (dz) is non-negative in the same region
we conclude that f(xl p) Ya(@)on (dz) < 0. Consider y1 > b defined by

Y1 1= sup{ze [b,7]: /( )wa(x)aN(dm) <0}.

Now we consider x2 > x1 as

Zg = inf {z € [¢,a): /( )gaa(:c)UN(da:) < O}

and yo > yp as

Yo 1= sup{ze [b,7]: /( )wa(x)aN(dx) <O}.

18



Following in the same way we obtain two non-decreasing sequences ¢ < {x,,} < a
and b < {y,} < r. By construction, the interval C = (lim z,,limy,) satisfies
(i) and (iii) in Condition 2.3. To prove (iv), first we find k1 (z) and ko (z) such
that

k1(z)da(a) + ka(2)pala) = Ga(z, a)

k1 (x)wa(b) + k?(x)QOOL(b) = Ga(xa b)

Solving the system we obtain

Ga(7,0)pala) — Ga(x,a)pa(b)

k1 (37) = wa(b)@a (a) — Y (a)@a (b)

and

Ga (.’E, a’)q/]Oé (b) B GOé (.’E, b)l/’a (a)
Ya(b)pala) = Yala)pa(d)

Let us see that ki(x), kz2(x) > 0 for any = € C: using the explicit formula for
G, it follows that

kz((E) =

0 for x < a,
bi(2) = wa' ea ) EHEG e for 7 € (a,0),
wy e () for > b.

When z € (a,b) the numerator and denominator are non-negative because ¢,
is decreasing and 1, increasing. The case of ko is analogous.

Considering h(z,y) = k1(2)a(y) + k2(2)9a(y), it can be seen (discussing
for the different positions of x and y with respect to a and b) that for all z € C,
h(z,y) < Go(z,y) for y € (a,b) and h(z,y) > Gu(z,y) for y ¢ (a,b). From
these inequalities we conclude that

/ Gz, y)on(dy) < / Wz, y)on (dy) < 0;
C C

where the first inequality is consequence of o (dy) > 0in Z\ N and oy (dy) <0
in N; and the second one is obtained fixing x and observing that h(x,y) is a
linear combination of 9, and ¢, with non-negative coefficients. O

Lemma 5.4 (Left Enlargment). Under the assumptions of Theorem 2.1, con-
sider the interval N = (a,b) and C = (£,b) (with b < r) such that (N,C) satisfy

Condition 2.3. Then, there exists b’ > b such that (N’ = (£,b),C" = (£,b'))
satisfy Condition 2.3.

Proof. First observe that, if D C D’, based on definition (16), we have that
op/(dz) — op(dz) is a negative measure. (23)

By hypothesis we know

/ Ya(y)on(dy) = 0.
C
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It follows from (23) that

/TwauoaN«dy>3(m
C

Consider & = sup{z € [b,7): S0y Ya(y)on(dy) < 0}. Let us check that
N = (£,b),C" = (¢,V') satisfies Condition 2.3. It is clear that

Ya(y)on (dy) <0,
C/

with equality if b’ < r. This proves (iii) in Condition 2.3. Observe that (ii) is
automatic, as £ = inf C’. Now we prove (iv). Consider

[ Gawon(an) = [ Galeontin) + [ Gulep)lon =)ty

) Galemio ). (21)

The first term on the right-hand side is non-positive by hypothesis. Let us an-
alyze the sum of the remainder terms. Considering the previous decomposition
with ), (y) instead of Go(x,y), and taking [ ¥a(y)on(dy) = 0 into account,
we obtain

/"¢u<yxan-aNxdy>+ Va(y)on (dy) < 0. (25)
C c'\C

Consider k(x) such that k(z)ia(b) = Ga(w,b); we have k(z)va(y) < Gal(z,y)
if y < band k(z)a(y) > Galz,y) if y > b. Also note that (on — on)(dy) is

non-positive in C' and o is non-negative in C' \ C. We get

/GWWWW—MWM+ G, )0 (dy)
c on\e

< k(z) ( /C VYa(y)(on' — on)(dy) + Yaly)on (dy)> <0. (26)

cn\e

This completes the proof of (iv). To prove (i), first observe that

o (dy) < won (dy) < «on'(dy) = 0.
[ actan) < [ domnitdn) < [ domtdn) = 0 (27)

To complete the proof, applying the same arguments in (27) to the decreasing
solution ¢, it is enough to see that

// val(y)on (dy) <0,
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Now

[ eat)ontay)
zfcwa(x)aw(dy)+/c<pa(x)(aN/ —O'N)(dy)-l-/c Palr)on (dy)

ne

< /C pol(@)(on: — on)(dy) + /C po(@)on (dy)

/\C

<k (/C Yo(z)(on —on)(dy) + wa(x)UN/(dy)> <0.

cn\e

The last equality is (25). The first inequality is a consequence of the hypotesis.
And in the second, k > 0 is such that ¢, (b) = k¢, (b) and the same arguments
as in (26) apply. This concludes the proof. O

Lemma 5.5 (Right enlargment). Under the assumptions of Theorem 2.1, con-
sider the interval N = (a,b) and C = (a,r) (with a > £), such that (N, C) satis-
fies Condition 2.3. Then, there exists ' < a such that (N' = (a,r),C’ = (d’, 1))
satisfies Condition 2.3.

Proof. Analogous to the proof of the previous lemma. O

5.2 Merge

Lemma 5.6 (Merge). Under the assumptions of Theorem 2.1, consider Ny =
(a1,b1), No = (ag,bs) such that by < as and (a — L)g(x) > 0 for x in (b1, az).

Let Cy = (a1,b1) and Co = (Go,bs) be intervals such that a; > £, by < r,

as > L, by < r. Suppose that the two pairs of intervals (N1,C1), (N2, C2) satisfy
Condition 2.3. Then, if C1 N Cy # 0, considering N = (a1, bs), there exists an
interval C' such that (N, C) satisfies Condition 2.3.

Proof. By hypothesis

/ Yo (z)on, (dx) = / Yo(x)on, (dz) =0, i=1,2.
c c

Then 1
/clucz pal@)o(dr) = - / pal(x)o™ (da)

C1NCy

and

/Cluc‘2 VYo (7)o (dr) = —/ bo(@)ot (dz).

C1NCy
We assume, without loss of generality, that

J)O'+l': Z‘O’+$
/Cm%u (dz) / balz)o (dz) > 0

C1NCs
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and therefore, denoting by (a’,b’) the interval C; U Cy, we get:

/ Yo(z)o(dr) = / Yo (z)o(dz) < 0;

(a/7b/) (a/,b/)

Ya(a) < pala’); and Yo () > pq(b’). The same procedure in the proof of
Lemma 5.3, allow us to construct an interval C' such that (N, C') satisfy (i), (ii)
and (iii) in Condition 2.3. Let us prove (iv): If © < a; we have G,(z,y) =

w5 o () pa(y) for y > a1 and Gu(z,y) < wy (7)) (y) for y < ap; since
on(dy) is non-negative in y < a; we find

/ Gz, y)o (dy) < wy Ya() / oo (y)o (dy) <.
C C

An analogous argument prove the assertion in the case x > by. Now consider = €
N, suppose x < min{as, b1} (in case x > max{b;, a2} an analogous argument is
valid), we get

/ ol pon(dy) = [ Galw,ylon, (@) + [ Galw,y)ow - on,)(dy)
C Cy C

+ / G (@, y)on (dy),
C\Cy

where [ Ga(x,y)on, (dy) < 0 by hypothesis. We move on to prove that the
sum of the second and the third terms on the right-hand side of the previous
equation are non-positive, thus completing the proof: Observe that

Ga(z,y) < w;lqpoz(x)@a(y)

and
Go(z,y) = wy Ya(®)paly) (y > min{ag, bi})

The measure (o — o, ) has support in N, where the previous equality holds.
The measure oy (dy) is positive for y < a; where we do not have the equality,
then

G, y)(on — o,)(dy) + / Gz, y)on (dy)

Cl C\Cl

< wy Mo () </01 Pa(y)(on —on,)(dy) +/

soa(y)mv(dy)> <0,
C\C1

where the last inequality is a consequence of

/C vo(y)on(dy) = /c ol () + /C Goly)lox o))

+/ va(y)on(dy) <0,
C\C1
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and

/ Galy)ow, (dy) = 0.
C1

This completes the proof. O

Lemma 5.7 (Left merge). Under the assumptions of Theorem 2.1, consider
Ny = (6,b1), No = (ag,be) such that: by < ag; and (o — L)g(x) > 0 for x
in (by,az). Let Cy = (£,b1) and Cy = (ay,by) be intervals such that: by < r;
@y > {; and by < r. Suppose that the two pairs of intervals (Ny,C1), (No, Co)
satisfy Condition 2.5. If C1 N Cq # () then, considering N = (£,by), there exists
b such that (N,C = (£,b)) satisfies Condition 2.3.

Proof. Define b = sup{z € [bg,7): f(é ) Ya(y)on(dy) < 0} (note that by be-
longs to the set). We have

/C Valy)on(dy) <0, (25)

with equality if b < r, proving (ii) in Condition 2.3. To prove (iv) we split the
integral as follows:

/ Gz, y)on(dy) = / Golz,y)ow, (dy) + / Gz, ), (dy) (20)
C Cy Cs

- / Golz, )0 (dy) + / G, y)on (dy)
C1NCsy C\(C1UC2)

where a;{, is the positive part of o. Considering the same decomposition as
in (29) with 1, (y), instead of G, (x,y), and also considering: equation (28);
fCl Yo (y)on, (dy) = 0; and f02 Yo (y)on, (dy) = 0, we obtain

_ / ba(w)oh(dy) + / bo(w)on(dy) < 0. (30)
C1NCy

C\(C1UC2)
For every x consider k(x) > 0 such that k(z)ia(b2) = Ga(z,b2). We have

k($)¢a(52) S Ga(x752) for ) S 1_32 and k($)1/)a(52) Z Ga(ajabZ) for Yy Z 1_72 and
therefore

- / Gl ) (dy) + / G ()0 (dy)
C1NCy C\(ClUCQ)

= X — O'+ g .
— >< /C el + /C ey e N<dy>> <0

The first two terms on the right-hand side of equation (29) are also non-positive,
and we conclude that (iv) in Condition 2.3 holds. To prove (ii) we consider the
decomposition in (29) with ¢, (y) instead of G4(x,y) and k& > 0 such that
ka(ba) = @u(be); the same considerations done to prove (iv) conclude the
result in this case. 0

23



Lemma 5.8 (Right merge). Under the assumptions of Theorem 2.1, consider
Ny = (a1,b1), Ny = (a2,7) such that: by < az; and (o — L)g(x) > 0 for x in
(b1,as). Let Oy = (ay,b1) and Co = (Go,7) intervals such that: @y > £; by < r;
and @y > L. Suppose that the two pairs of intervals (N1,C1), (Na, Ca) satisfy
Condition 2.3. If C1 N Cy # O then, considering N = (ay,r), there exists @ such
that (N,C = (a,r)) satisfies Condition 2.3.

Proof. Analogous to the previous lemma. O

Lemma 5.9 (Total merge). Under the assumptions of Theorem 2.1, consider
Ny = (4,b1), N2 = (ag,7) such that: by < az; and (o — L)g(x) > 0 for x in
(bi,az). Let Oy = (¢,by) and Coy = (G2, 7) intervals such that the two pairs of
intervals (N1, C4), (N2, Cs) satisfy Condition 2.3. If C1 N Cy # O then for all
r e,

| Gateppotan) <o, (31)
T
In consequence, the pair (Z,Z) satisfies Condition 2.3.

Proof. Consider the following decomposition of the integral

/ G2, y)o(dy) = / G, 1)ow, (dy) + [ Gl y)on, (dy)
T C1 Co

- / Golz,y)o™ (dy).
C1NCs

Observing that the three terms on the right-hand side are non-positive, the
lemma is proved. O

Remark 5.10. Observe that this case can not happen under our hypothesis:
as the inversion formula (10) holds, and we assume g non negative, condition
(31) gives a contradiction (unless g = 0).

5.3 Proof of Theorem 2.1

Proof. We first apply Algorithm 2.1 departing from A" = U?_; N; to obtain a set
of pairwise disjoint intervals {C4, ..., C,,}. Observe that, under our hypothesis,
the algorithm does not give as a result C; = Z (see Remark 5.10). Denote
C=U",C;and S =T\C. Condition N' C C follows by construction, as the
algorithm enlarges the negative set. Furthermore, the intervals C; that result
from the algorithm satisfy conditions (a) and (b) as they satisfy (i) and (ii) in
Condition 2.3, due to the fact that on = o restricted to each final C; resulting
from the algorithm. Condition (c) is also satisfied, due to this same fact. It
remains to prove that this is in fact the continuation region associated with the
optimal stopping problem. We use the Dynkin’s characterization as the minimal
a-excessive majorant to prove that

V(z) = e Gal(z,y)o(dy)
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is the value function. Since o(dy) is non-negative in Z \ C we have that V is
a-excessive. For x € 7, we have

o(z) = / Gl o) = V() + 3 /C CGole ol (5

If ¢ C, the sum in the r.h.s. of (32) vanishes by (a) and (b), as in the proof
of Lemma 5.2. This gives V() = g(x) for z € S. On the other hand, based
on (c), this same sum is non-positive if z € C. This gives V(z) > g(z) for
x € C. We have then proved that V' is a majorant of g. We have, up to now,
V(z) > sup, E; (e7*7g(X;)). Finally observe that, denoting by S the set Z\ C

V(z) =E, (e V(Xs5)) = E; (e g(X4s))

where the first equality is a consequence of Lemma 5.1. We conclude that V is
the value function and that S is the stopping region, finishing the proof. O
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