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Abstract. We analyze a moral hazard problem where both contracting parties have im-

precise information (non-probabilistic uncertainty) about how actions translate to output.

Agent has (weakly) more precise information than Principal, and both seek robust perfor-

mance from a contract in relation to their respective worst-case scenarios. We show that

linear contracts that align Principal’s and Agent’s pessimistic expectations are optimal.

This result holds under very general conditions on the structure of information, including

the case where Principal does not know exactly the extent of disagreement between her and

Agent’s information. Methodologically, by using only the properties of the sets of expected

payoffs to derive the results, we provide a way to characterize optimal contracts without

requiring such knowledge on the part of Principal. Substantively, our results provide some

insights into the formal link between robustness and simplicity of contracts, in particular

that non-linearity creates sub-optimal divergence between the respective worst-cases.
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1. Introduction

Consider a Principal who possesses only coarse information about relevant technology for

a project, and wishes to hire an Agent. In particular, she knows exactly the set of actions

Agent might choose from, but has less precise knowledge than does Agent about possible

consequences of those actions. Out-sourcing to an ‘expert’ is a natural example: presumably

Principal would be less knowledgeable about the technology involved, nevertheless it could

be contractually possible to restrict the allowable set of actions. More generally, such issues

may arise in various circumstances: dealing with brand new technology or business model

usually involves a lack of past data, or information coming from conflicting sources. In such

settings, it is plausible to imagine that the person to be hired, even if not himself precisely

informed, might have the benefit of some prior experience to know a little bit more than his

potential employer. What kind of a contract would Principal offer?
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Integral to the answer of this question is the attitude of contracting parties towards such

imprecise information. We analyze the case where both parties are concerned with robustness

of their actions to the imprecision of their own perceptions, and evaluate options according

to their worst-case guaranteed value. In this setting, we provide a strikingly simple answer

to the question posed above: linear contracts, i.e. simple sharing rules, do as well as any

arbitrarily complicated contract.

In our model, Principal and Agent both know the common set of actions available. But for

any action, the consequences are ambiguous. Namely, consequences are perceived as sets of

distributions. Moreover, Principal has a broader uncertainty about these sets, i.e., Agent’s

perceived set of distributions associated with each action is contained in Principal’s, and

that is all that she knows.

With our formulation of non-probabilistic beliefs, and robustness concerns of the parties,

we show that linear contracts provide a direct and monotonic relationship between the

parties’ values by aligning their worst-case scenarios. The driving force behind our results is

the observation that Principal faces endogenous uncertainty for any given contract, as she

cannot uniquely infer Agent’s action choice, rather has to allow for multiplicity of actions

consistent with her rough information. As a result, ex-ante alignment of incentives takes

center stage, as opposed to ex-post inference.

The main contribution of the paper is therefore twofold. Formally, we establish justification

for linear contracts in an environment where, even though Principal can restrict the set

of allowable actions, her ambiguous perception of consequences of those actions lead her

to seek guarantees. In the process, the paper also provides insights about a more general

question about incentive contracting, namely, what happens to ‘high-powered incentives’ as

the information available to Principal becomes more imprecise in comparison to standard

Bayesian models? Our results suggest that such incentives lose their impact.

In order to contextualize our results, at this point it is useful to take a step back and recap

the standard formulation of ‘moral hazard’ in a principal-agent setting. These are problems

involving unobserved actions taken by Agent after the contract is agreed to, actions that

affect the outcome and thus the payoff to Principal. The workhorse model in solving such

contract design problems comes from Grossman and Hart (1983) (we abbreviate it as G-H

from now on). The ‘riskiness’ of the environment is captured in a common prior probability,

and Principal’s problem is solved in the following steps:

-calculate ex-ante expected costs of inducing Agent to undertake any available action,
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-figure out which action she would like Agent to take,

-write a contract to ‘implement’ that action.

Let us take note of the key substantive elements of the G-H approach and the environment it

is embedded in. First, Principal knows enough to decide, from an ex-ante perspective, what

action(s) she would like to be implemented. Second, the information structure allows her to

draw inference after the fact, so that implementation through ’reward-punishment’ schemes

based on some observed and verifiable signal is feasible. Third, depending on the details of a

particular model, one can end up with non-linear, even non-monotone contracts (in contract

theory terminology, such contracts provide ‘high-powered’ incentives). More often than

not, the complicated form of these contracts is not robust to perturbation of the Bayesian

information structure. To ensure even a basic property like monotonicity, assumptions that

are only known to be sufficient, but not necessary, are imposed (for example, monotone

likelihood ratio property for outcome distributions).

The above set of observations immediately give rise to a number of questions. What if the

environment itself is not well-understood, at least not well enough for it to be plausibly

modeled with a unique/precise and common prior/probability distribution? The examples

we cited at the beginning are but a subset of all such possibilities. What are ‘robust’

solutions to moral hazard problems in an environment with such imprecise information?

Furthermore, what happens to ‘high-powered incentives’ as the information available to

Principal becomes more imprecise in comparison to standard Bayesian models? We show

that simple sharing rules turn out to be optimal when we seek robustness in the face of

such imprecision. As for high-powered incentives captured in non-linear contracts, they fail

to improve upon simple sharing rules. The key factor behind this result is the following:

for any arbitrary non-linear contract, due to ambiguity or imprecise information, Principal

and Agent differ in their perceptions of worst-case scenarios, unlike in the Bayesian model.

Given that the worst-case scenarios are the criteria they use to evaluate options because

of robustness concerns, aligning these worst-case scenarios improves their ex-ante welfare.

Linear contracts provide the best of such improvements by fully aligning the worst-case

scenarios.

Both in our formal approach and our focus on robustness, Carroll (2015) is our main in-

spiration. Carroll poses a related, but different question. Principal is unsure about the

possible actions that Agent might take. However, each action, known or unknown, has

precise probabilistic consequences, as quantified in terms of an unique/precise probability

distribution over outcomes. Moreover, Principal and Agent agree on the consequences of
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the commonly known actions. In this sense, the model in Carroll (2015) is a hybrid one -

it extends the common-prior, common-knowledge Bayesian information structure with the

addition of some actions that are known to the Agent, but not to the Principal. A ratio-

nalization for linear contracts is provided, as Principal seeks guarantees robust to Agent’s

entire action set.

We expand on the theme introduced by Carroll (2015), by introducing a general framework

to capture imprecise, non-probabilistic perceptions about consequences of actions, even if the

possible set of actions are commonly known. Moreover, our formulation allows for different

degrees of precision for Principal and Agent, with Agent possessing weakly more precise

information. In comparison with Carroll (2015), although we adopt a similar mathematical

approach based on the affine geometry of the space of outcomes and wages, the substantive

differences in our primitive environment necessitate a different set of arguments leading

to our results. The key differences arise from allowing non-probabilistic beliefs for both

parties. This leads to, in an endogenous manner, a rich set of actions Agent can choose

for a given contract. The intuitive justification for linearity of contracts in our setting

is therefore different: it reduces the impact of this endogenous uncertainty about Agent’s

optimal action on Principal’s ex-ante guaranteed payoff.

To see the difference in the formal aspects of our model in comparison with Carroll (2015),

note the relevant sets generated in the output-wage space. For any given contract, Principal

in Carroll (2015) sees the possibilities that may arise from any of the actions known to

her. But given that she is aware of the existence of actions that she does not know about,

the entire possibility set encompasses the whole convex hull generated by the contract in

question. For the technical analysis that shows the optimality of linear contracts, it is

absolutely essential that Principal envisages the entire convex hull to be possible. It is

indeed the required ’richness’ condition in the paper (see p. 545 in Carroll (2015)) that help

identify the optimal linear contract. In other words, the lack of information on Principal’s

part about possible actions, combined with the modeling feature that each action generates

a unique probability distribution over outcomes, means that from Principal’s point of view,

the overall possibility set is much larger than what she can envisage based on her information.

In the current paper, the relative imprecision of Principal’s information in fact leads her

to view the possibility sets in a different way. In our model, both parties may have im-

precise information about consequences of actions, as opposed to actions themselves 1. It

1This is not merely a semantic difference. In Carroll (2015), Agent choosing an action means him choosing
a distribution over outcomes. In our model, agent choosing an action merely means a set of distributions
over outcomes.
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is this imprecise knowledge of consequences, that generates non-trivial sets of possibilities

as envisaged by the Principal. However, these sets do not need to encompass the entire

convex hull and this makes our agency problem technically challenging. Our key observa-

tion for traction is that the boundaries of these sets are well-defined from the Principal’s

perspective. Moreover, her possibility sets are supersets of the sets perceived by Agent, not

subsets. Hence, the ’richness’ condition required in our environment is much weaker and

entirely well-defined for operational purposes. Namely, we only need that Principal attaches

non-singleton, convex, compact sets of distributions to each action.

Our paper fits more broadly in the growing literature on design of contracts in ambiguous

environments. A desire for robust mechanisms often motivates the use of simple contracts in

this literature, starting with Hurwicz and Shapiro (1978), Mukerji (1998) and more recently,

for instance, Chassang (2013), Antic (2014), Garrett (2014), in addition to Carroll (2015).

Given the ubiquity of linear sharing rules, they have received considerable attention from

contract theorists from the very early days. Holmstrom and Milgrom (1987) and Diamond

(1998) offer foundations for linear contracts in the standard Bayesian setting. The intuition

provided in Diamond (1998) is close to the spirit of our paper: it aligns Principal’s and

Agent’s objectives. In our setting with imprecise non-probabilistic beliefs, linear contracts

are optimal in moral hazard relations because they align the pessimistic expectations of the

contracting parties.

Our paper also relates to the literature on robust mechanism design with ambiguity, includ-

ing Bergemann and Morris (2005), Bergemann and Schlag (2011), Garrett (2014), Frankel

(2014). Robustness of high powered incentives have also been analyzed in specific applica-

tions. Mukerji (1998) shows that in a vertical relationship optimal contracts feature incom-

pleteness and low powered incentives. Ghirardato (1994) shared a similar motivation. His

model of moral hazard problem with ambiguity modeled with Choquet capacities illustrates

the difficulties involved in analyzing the moral hazard problem with ambiguity by standard

method of considering expected benefit of an action and the agency cost of implementing

it, as in G-H framework. In our setting, the main challenge is that contracting parties can

disagree about the worst-case scenarios, which themselves are endogenous objects. In con-

fronting this challenge we directly cast the contracting problem in output and payoff space

and analyze the complications with ambiguity in a tractable manner.

Lastly, we want to make a remark about our use of the MaxMin criteria as a formalization

of attitude towards imprecise information or non-probabilistic beliefs. One class of axiom-

atizations of MaxMin preferences come from an approach that takes the state space as a
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primitive. We do our analysis on the space of outcomes and payments. In general, the

state-space approach towards ambiguity is not conceptually amenable to agency problems,

as the probabilities of outcomes in the latter are conditional on actions (see Karni (2006)

and Karni (2009) for discussions on this issue). We therefore do not invoke such axiomati-

zations as a foundation for our formulation, instead we see this simply as a plausible way

to capture the idea of robustness concerns when designing contracts. Our take is that such

concerns are more appropriately modeled as evaluations of outcome prospects.

2. Model

2.1. Outcomes and Actions. Let Y ⊆ R+ denote a compact convex set of outcomes,

∆(Y) the set of Borel distributions on Y with the weak∗ topology and K∆(Y) denote the

class of non-empty, compact, convex subsets of ∆(Y).

Agent chooses an unobservable action a from a compact set A2

Let g : A 7→ R+ be a continuous, bounded function that describes the cost of effort to

Agent.

Assumption 1. There exists a ∈ A such that g(a) = 0.3

2.2. Information. Principal’s information about technology is characterized as an upper-

hemicontinuous set-valued mapping from set of actions A to K∆(Y) given by QP (·) : A 7→
K∆(Y). We interpret this set-valued mapping as follows: for each action a ∈ A, Principal

believes that this action induces a convex and compact set of distributions over outcomes

denoted by QP (a) ∈ K∆(Y). Similarly, Agent’s information is characterized by another

upper-hemicontinuous mapping, QA(·) : A 7→ K∆(Y). The key assumption we make is that

Agent has (weakly) more precise knowledge about technology than Principal.

Assumption 2. QA(a) ⊆ QP (a) for each a ∈ A.

Let QA(a) = {M ∈ K∆(Y) : M ⊂ QP (a)} denote the collection of all possible sets of

distributions induced by action a that is consistent with Principal’s information. The family

of all such collections of sets, for all possible actions, denoted by QA = {QA(a) : a ∈ A}
2This plays no more of a role than that of an index set. A closed, bounded set in R, including a finite set,
works.
3This zero cost action does not play any major role in our analysis, but it does help us formalize the case
where it is optimal for Principal to offer a zero contract. We interpret it as the option of doing nothing.
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describes Principal’s perception of Agent’s information about technological possibilities.

QA thus contains the range of any possible mapping QA(·) that Principal might imagine for

Agent to possess.

2.3. Payoffs and Timing. We assume both Principal and Agent evaluate contracts by

their worst-case expected payoff. In our primary analysis, we maintain the assumption that

both are risk-neutral over monetary payoffs. In an extension, we show that introducing risk

aversion for Agent does not qualitatively change our results.

A contract is a continuous, bounded function w : Y → R+ that specifies output contingent

payments and protects Agent with limited liability (i.e. w(0) ≥ 0). In particular, we allow

the zero contract: w(y) = 0, ∀y ∈ Y .

The timing of the contracting game is as follows:

(1) Principal offers a contract w;

(2) Agent, knowing QA, chooses action a ∈ A;

(3) output y is realized;

(4) payoffs are received: y − w(y) to Principal and w(y)− g(a) to Agent.

3. Symmetric Ambiguity

We begin with the benchmark case in which Principal and Agent both have the same,

ambiguous information. Formally, QA(a) = QP (a), ∀a ∈ A. In this symmetric case, we

assume that none of the sets Qi(·) are singletons, so as not to let the problem collapse

into the unique and common prior case. This is an important assumption for our technical

approach to work, so we note it here.

Assumption 3. QA(a) = QP (a) = Q(a), ∀a ∈ A, with each Q(a) non-singleton.

Consider C(w) = co {(y, w(y)) : y ∈ Y}, where co denotes convex hull. Given that w(y) is a

continuous, bounded function on convex, compact Y , the graph of w(y), denoted by gr(w),

is closed and compact. Hence C(w) is closed and compact as the convex hull of gr(w).

Consider also any action a ∈ A that Agent might choose while working under w(y). Let

Sa(w|Q) =
{

(Eqy,Eqw(y))|q ∈ Q(a), y ∈ Y
}
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Clearly, Sa(w|Q) is fully contained in C(w). We note also that Sa(w|Q) is a convex, compact

set in R2.

We are going to use the two sets defined above extensively. Our first lemma is about the

dimensionality of Sa(w|Q).

Lemma 1. For an arbitrary non-linear contract w(y), Sa(w|Q) can be characterized in one

of the following two ways:

(i) it is a convex compact subset of R2 with non-empty relative interior in R2; hence R2

is its affine hull and it has dimension 2.

(ii) it is a line segment, with dimension 1.

Proof. (i) follows from the fact that Sa(w|Q) is a convex compact set, hence by Minkowski’s

theorem is the convex hull of its extreme points.4 For any Q(a) that has more than two

points in its support, a 2-dimensional Sa(w|Q) would arise.

As for (ii), relative interior in R2of Sa(w|Q) = ∅ implies that Sa(w|Q) is a linear segment,

which is only possible for a non-linear w(y), and convex, compact Q(a) only if Q(a) contains

distributions with only a two-point support.5 �

We have an immediate corollary of case (i) in Lemma 1. Define Π as the projection from

R2 to R1, with Π(u, v) = u. Define the slice of Sa(w|Q) along u as

σ(u) =
{
v ∈ R+|(u, v) ∈ Sa(w|Q)

}
Lemma 2. For any non-linear w(y), and any Q(a) that has more than two points in the

support, the slices of Sa(w|Q) along y are not singletons, unless at an extreme point of

Sa(w|Q).

Proof. The implication follows directly from the observation that slices along y being sin-

gletons except at extreme points would imply Sa(w|Q) is a line segment. �

3.1. Agent’s Optimization Problem. Agent solves the following problem:

max
a∈A

(
min
q∈Q(a)

Eq [w(y)]− g(a)

)
4For most of the definitions and results on convex analysis and affine geometry used in this paper, we refer
to Hiriart-Urruty and Lemaréchal (2012). See Ch 4 for this theorem and discussion.
5or if w(y) has a linear segment, which is an uninteresting case in our context. In general, when we refer to
a contract as being non-linear, we mean it to be strictly so.
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Compactness of Q(a) in weak∗ topology ensures the min is well defined, and our upper-

hemicontinuity assumption on the correspondence Q ensures the same for the max.6

Given symmetric ambiguity Principal can fully infer Agent’s decision rule7:

a∗(w|Q) = argmax
a∈A

(
min
q∈Q(a)

Eq [w(y)]− g(a)

)
(1)

The best of the worst-case scenarios perceived by Agent is thereby q∗A(w|Q) ∈ Q(a∗(w|Q)).8

The next lemma characterizes the max-min value for Agent in terms of a supporting hyper-

plane of Sa∗(w|Q).

Lemma 3. Let VA(w|Q) be the value of the problem defined in (3.1). This value defines a

supporting hyperplane for Sa∗(w|Q)

Proof. Let HA,w be the hyperplane defined as

HA,w =
{

(u, v) ∈ R2|v = VA(w|Q)
}

(2)

It exposes the face of Sa∗(w|Q) with Eq∗(w(y)) = VA(w|Q) + g(a∗) and is thereby a sup-

porting hyperplane for Sa∗(w|Q). �

3.2. Principal’s Optimization Problem. For an arbitrary contract w, Principal can

infer agent’s decision rule given the symmetry of ambiguous perceptions. Hence Principal’s

ex-ante guaranteed value

VP (w|Q) = min
q∈Q(a∗(w|Q))

Eq[y − w(y)] (3)

His worst-case scenario corresponds to those distributions that attain the minimum, denoted

by q∗P (w|Q) ∈ Q(a∗(w|Q)).9

Observation: Principal and Agent do not have to agree on the worst-case scenario, i.e.,

q∗P (w|Q) and q∗A(w|Q) can, and typically will, differ. This point turns out to be central to

much of our subsequent analysis.

6See Appendix for a detailed argument.
7For simplicity, in the main body of the paper we take this argmax to be a singleton. There are several
ways of dealing with case of multiplicity, as we discuss in the Appendix, but our qualitative results do not
change.
8If there are multiple such distributions, Agent would be payoff-indifferent among them.
9Once again, we can ignore the issue of multiplicity without loss of generality, because of payoff-indifference.
In any case, it would be a compact set of distributions.
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Principal offers a contract w that solves

sup
w

VP (w|Q) subject to VA(w|Q) ≥ 0

For the subsequent analysis we assume that contracting relation is viable: for some contract

w, we have that Vp(w|Q) ≥ 0 and VA(w|Q) ≥ 0. Since we allow zero contracts, and zero

cost actions, the set of contracts satisfying the two constraints is non-empty.

The next set of lemmas characterize another supporting hyperplane for Sa∗(w|Q) represent-

ing Principal’s guaranteed value associated with Q(a).

Define HP,w(λ) as the hyperplane

HP,w(λ) =
{

(u, v) ∈ R2|u− v = λ
}

(4)

A family of these hyperplanes can be used to represent Principal’s iso-profit curves corre-

sponding to expected profit level λ, i.e.

HP,w(λ) =
{

(Ey,Ew(y)) ∈ R2|Ey − Ew(y) = λ
}

(5)

Geometrically in R2, these are rays through the origin defined by the equation y−w(y) = λ.

In particular, Principal’s guaranteed expected payoff corresponding to any a∗ chosen by

Agent under a contract w(y) is represented by HP,w(VP (w|Q)). Recall that Principal’s

guaranteed value corresponds to the worst-case scenario related to a∗, hence it is represented

by an extreme point or face of Sa∗(w|Q). In other words, we have the following.

HP,w(π) =

{
(u, v) ∈ R|v − u = π

}
(6)

Lemma 4. HP,w(VP (w|Q)) is a supporting hyperplane of Sa∗(w|Q).

Proof. Consider the family of all half-spaces
{

(u, v) ∈ R2|u− v ≥ λ
}

that contains Sa∗(w|Q).

The half-space generated by the intersection of this family of half-spaces corresponds to

the smallest λ for which Sa(w|Q) is fully contained in it. The defining hyperplane has

λ = VP (w|Q), and is by construction a supporting hyperplane for Sa∗(w|Q) �
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We now have an affine set containing all (Ey,Ew(y)) pairs that would be incentive com-

patible for implementing a∗, while guaranteeing Principal at least VP (w|Q), and also a

relationship between VA(w|Q) and VP (w|Q) under any contract w(y) that induces a∗ as the

optimal action.

Lemma 5. Sa∗(w|Q) is contained in the 2-dimensional affine convex cone generated by

HA,w and HP,w hyperplanes.

Proof. HA,w and HP,w are supporting hyperplanes of Sa(w|Q); the intersection of the two

associated half-spaces that both contain Sa(w|Q) is an affine convex cone. �

As an immediate implication we have the following:

Lemma 6. For any contract w(y) that induces a∗ as the optimal action,

VP (w|Q) = min
q∈Q(a∗)

Eq[y − w(y)] subject to min
q∈Q(a∗)

[Eqw(y)− g(a∗)] ≥ VA(w|Q)

Proof. By construction, for any contract that implements a∗ as the optimal action, Sa∗(w|Q)

contains all feasible {Ey, Ew(y)} pairs. By definition, VP (w|Q) and VA(w|Q) are the worst-

cases respectively for Principal and Agent over this feasible set with expectations taken over

their respective worst-case distributions. �

Note that the solution to the problem specified in Lemma 6 exists, given a compact Y and

bounded w(y). It is essentially a linear programming problem in the (y, w(y)) space. The

program feasible and bounded by construction.

Next we establish that a linear contract can be found that will implement a∗, while making

Principal and Agent both as at least as well-off as under w(y). In fact, within the family of

linear contracts, there is an optimal one.

3.3. Optimality of Linear Contracts. Note that whatever optimal action a∗ Agent

chooses, with the associated ‘best worst-case’ for Agent q∗A ∈ Q(a∗), Agent’s expected

payments satisfies

Eq∗Aw(y) ≥ Eq∗Aw(y)− g(a∗) ≡ VA(w|Q) (7)

A linear contract ` is of the form `(y) = αy with α ∈ (0, 1]. For this contract Principal’s

ex-post payoffs are

11



y − `(y) =
1− α
α

`(y). (8)

The next Proposition lays out a key inequality characterizing the relationship between the

guaranteed values of Principal and Agent for a linear contract.

Proposition 1. For a linear contract `(y) = αy, under symmetric ambiguity, the maxmin

guaranteed values for Principal and Agent are related as follows:

Eq∗P [y − `(y)] =
1− α
α

Eq∗P `(y) ≥ 1− α
α

Eq∗A`(y) ≥ 1− α
α

VA(`|Q) (9)

Proof. The first equality follows by taking expectation of both sides in equation (8).10

The second inequality relation follows because the worst-case of expected payments made

according to Principal’s pessimism is at least as severe than Agent’s conservative perception

of worst-case expected payments received.

Formally, for an arbitrary contract w(y), any a and Q(a), Agent’s worst-case scenario min-

imizes expected payments received: qA = arg minq∈Q(a) Eq[w(y)]. Equivalently, EqA [w(y)] ≤
Eq[w(y)] for all q ∈ Q(a).

In particular, this holds for qP ∈ Q(a) – Principal’s worst-case distribution minimizing

expected profits Eq[y − w(y)] over Q(a). Setting `(y) = w(y), we get the inequality.

The last inequality is derived by applying equation (7) to the linear case:

1− α
α

Eq∗A`(y) ≥ Eq∗A`(y)− g(a∗) ≡ VA(w|Q) (10)

�

The second inequality in (9) plays an important role in our analysis.

Let Vp be the value of Principal’s problem as defined in (3.2). We then have the following

theorem establishing optimality of a linear contract.

Theorem 1. Suppose QA(a) = QP (a) for all a ∈ A. There exists a linear contract that

maximizes Vp.

10For a linear contract `(y), for any action a ∈ A, Sa(`|Q) is a linear segment [case (ii) in Lemma 1]
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Proof. We make the argument in several steps.

(a) Let a∗ be the optimal action chosen by Agent under w(y), that provides a guarantee

VP (w|Q) = λ to Principal. Let γ(a∗) be the associated Eq∗Aw(y). First we establish that

there is an affine contract that implements a∗ and guarantees Principal at least λ.

Construct the proposed affine contract as follows:

i. If VP (w|Q) < 0, choose w(y) = 0

ii. If VP (w|Q) ≥ 0, let w′(y) = β + αy, with α ∈ (0, 1), and β = (1− α)γ − αλ ≥ 0

It is straightforward to check that the line β + αy passes through the vertex of the

affine convex cone containing Sa∗(w|Q), and thereby has non-empty intersection with

Sa∗(w|Q). In fact, the line segment defined by gr(w′(y)) ∩ Sa∗(w|Q) represents the set

{(Eqy,Eqw′(y))|q ∈ Q(a∗)}. Recall also that any of these pairs (Eqy,Eqw′(y)) fall within

the region representing both y−w(y) ≥ λ and w(y) ≥ γ [see Lemma 6]. In other words,

a∗ is still a possible optimal choice for Agent, while Principal is at least as well-off as

before.

To finish this step of the argument, we need to check for any possible deviation

from a∗ by Agent under the new contract w′(y). We first note that Agent would not

deviate to any action a′ with minq∈Q(a′) Eqw′(y) < minq∈Q(a∗) Eqw(y). To see this, recall

that Agent’s indifference sets in the (y, w(y)) space are of the form {(u, v)|v constant}
[geometrically, these are horizontal lines, representing a particular value of Ew(y)]. By

revealed preference, a∗ had minq∈Q(a∗) Eqw(y) > minq∈Q(a′) Eqw(y) for all a′ with g(a′) <

g(a∗), and possibly even some actions with g(a′) > g(a∗). With minq∈Q(a∗) Eqw′(y) ≥
minq∈Q(a∗) Eqw(y), we must have, if Agent were to deviate to some a′ under w′,

min
q∈Q(a′)

Eqw′(y) ≥ min
q∈Q(a∗)

Eqw′(y) ≥ min
q∈Q(a∗)

Eqw(y) (11)

Hence we conclude that with this new affine contract w′, Agent either still chooses

a∗, or deviates to an a′ with minq∈Q(a′) Eqw′(y) ≥ minq∈Q(a∗) Eqw′(y). Given the affine

nature of w′, any such deviation would also improve Principal’s worst-case. We have,

y − w′(y) =
1− α
α

w′(y)− 1 + α

α
β (12)

Taking expectations on both sides, and then taking minima, establishes the last claim.

Since this is true for any a∗, we have found an affine contract that dominates w(y).

(b) We next show that, for any affine contract w′(y), there is a linear contract `(y) that

does at least as well, or strictly better, for Principal, and implements the same optimal

action as w′(y).
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If β = 0, then w′(y) is already linear and we are done. If β > 0, then note that

w′(0) = β. Define `(y) = αy = w′(y) − β. This improves Principal’s payoff, with

Agent’s incentives unchanged.

(c) The previous steps, taken together, imply that any action that is implemented by an

arbitrary contract, w(y), can be implemented by a linear contract, that makes Principal

and Agent both at least as well off as under w(y). In other words, it is enough to only

optimize within the class of linear contracts.

From (a), we can strengthen (9) in Proposition 1 to equality:

Eq∗P [y − `(y)] =
1− α
α

Eq∗P `(y) =
1− α
α

Eq∗A`(y) (13)

This follows from noting that with a linear contract, for any action a, Principal’s and

Agent’s worst-cases are perfectly aligned, i.e. q∗P = q∗A.

In other words, with a linear contract, the best worst-case guarantees for Principal

and Agent are related via a linear relationship. Principal’s value Vp is continuous in

α ∈ [0, 1], and an α∗(a∗) exists that maximizes it.11

�

4. Asymmetric Ambiguity

In this section we will take up the case where Principal has strictly less precise information

than Agent, i.e. QA(a) ⊂ QP (a) for all a ∈ A, and that is all that Principal knows.

In particular, Principal does not know exactly what Agent knows, i.e. the exact subsets

QA(a) ⊂ QP (a) are not known to Principal. With a slight abuse of notation, we are going

to use Qi to denote the range of the mapping Qi(·) in the following analysis. As we shall

see, with a few tweaks, the results derived for the symmetric case go through for the most

part.

Let us recap here the essential definitions and notations related to Principal’s and Agent’s

optimization problems and suitably modify them for the asymmetric case. Given an output

contingent contract w(y), a risk neutral, ambiguity averse Agent with technology QA ⊂ QA

chooses an action that solves his optimization problem:

a∗(w|QA) = argmax
a

[
min

q∈QA(a)
Eqw(y)− g(a)

]
(14)

11There are some subtleties regarding α = 0, that we take up in Section 4.2
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Let q∗A(w|QA) ∈ QA(a∗(w|QA)) be Agent’s ‘best worst-case’ distribution facing w and with

information QA. The associated guaranteed value to Agent:

VA(w|QA) = Eq∗A(w|QA)w(y)− g(a∗(w|QA)) (15)

Relative to the information QP , Principal’s value :

Vp(w|QP ) = min
p∈QP (a∗(w|QP ))

Ep[y − w(y)] (16)

Notice here that we now have a possible discrepancy between a∗(w|QA) and a∗(w|QP ), as

Principal can only use information available to him. The key point here is that any action

chosen by Agent would guarantee at least as much expected payoff to him as a∗(w|QP ) does.

Now, given that QA(a) ⊂ QP (a) for all a ∈ A, Principal’s worst-case expected payoff over

all information mappings Agent might possess,

VP (w) := inf
Q⊂QP

VP (w|Q) ≤ VP (w|QP ) ≤ VP (w|QA)

The last two terms refer to the cases when Principal has information Q = QP and Q = QA

respectively, and the second inequality follows as QA(a) ⊂ QP (a) for all a, since more precise

information would improve the guaranteed value.12

The first inequality follows from the fact that for any given contract Principal cannot infer

precisely Agent’s decision rule and has endogenous ambiguity about the induced set of prob-

abilities over outputs. This observation plays a key role in the determination of Principal’s

guarantee below.

Note also that whatever optimal action a∗ Agent chooses, with the associated ‘best worst-

case’ for Agent q∗A ∈ QA(a∗), Agent’s expected payments recieved satisfies

Eq∗A [w(y)] ≥ Eq∗A [w(y)]− g(a∗) = VA(w|QA) ≥ VA(w|QP ). (17)

The last term denotes Agent’s guaranteed value if he were to possess the coarser information

that Principal possesses; Principal in fact would compute Agent’s guaranteed value this

12Formally, VP (w|QA) is the minimal value over smaller sets of distributions than VP (w|QP ).
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way. The second inequality holds because having more precise information can only make

a pessimistic Agent (weakly)better off.13

The above analysis shows that in case of asymmetric ambiguity, Principal faces a substantial

inference problem in anticipating ex-ante agent’s optimal action choice, and also has a

more pessimistic estimation of his maxmin guarantee than he would have if had the same

information that Agent does. Reduction of this disadvantage is where linear contracts pay

their role.

4.1. Linear Contracts. Suppose Principal offers a linear contract: `(y) = αy with α ∈
(0, 1].

For the linear contract Principal’s ex-post payoffs are:

y − w(y) =
1− α
α

w(y). (18)

Combining this with (17) gives a lower bound on Principal’s expected payoff

Eq∗P [y − `(y)] =
1− α
α

Eq∗P [`(y)] ≥ 1− α
α

Eq∗A [`(y)] ≥ 1− α
α

VA(w|QP ), (19)

where q∗P is the worst-case scenario for Principal that minimizes expected profit Eq[y− `(y)]

over the set of probability distributions in QA(a∗).

Using this observation for a linear contract, we then derive a relationship between the

guarantees to Principal and to Agent. Since (19) holds regardless of the technology QA

available to Agent, taking infimum over all such technologies, Principal’s worst-case expected

value satisfies:

Vp(`) ≥
1− α
α

VA(w|QP ).

This shows how to obtain a payoff guarantee from a linear contract. Turns out, the optimal

guarantee to Principal comes from a linear contract:

Theorem 2. Suppose QA(a) ⊂ QP (a) for all a ∈ A. There exists a linear contract that

maximizes Vp.

13Again, the comparison is between minima over smaller as opposed to bigger sets.
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Proof. The analysis of the contract design is driven by Principal’s coarse information. For a

given contract, unlike in the symmetric case Principal is not able to uniquely infer Agent’s

decision rule. Instead, Principal can infer the set of “rationalizable” actions that the Agent

might choose consistent with Principal’s coarse information. The proof of this Theorem is

analogous to that of Theorem 1, with some subtle adjustments. We begin with a series of

Lemmas.

Let q∗A(w|QP ) ∈ QP (a∗(w|QP )) be Agent’s ‘best worst-case’ distribution facing w from

Principal’s perspective, that is consistent with her coarse understanding according to QP .

The associated guaranteed value to Agent:

VA(w|QP ) = Eq∗A(w|QP )w(y)− g(a∗(w|QP )) (20)

Step 1. Construction of Agent’s Supporting Hyperplane

Using Lemma 3 with QP in the role of Q the guarantee value of VA(w|QP ) Agent’s

problem defined in (20) yields a supporting hyperplane for Sa∗(w|QP ). Analogous

to (2) in Lemma 3 let ĤA,w be the hyperplane defined as

ĤA,w =
{

(u, v) ∈ R2|v = VA(w|QP )
}

(21)

It exposes the face of Sa∗(w|QP ) with Eq∗A(w|QP )w(y) = VA(w|QP ) + g(a∗) and is

thereby a supporting hyperplane for Sa∗(w|QP ).

Step 2. Construction of Principal’s Supporting Hyperplane

From Principal’s perspective the set of rationalizable actions Â are those that she

can rationalize as optimal choice by Agent on the basis of his relatively more precise

information, which can take arbitrary forms consistent with Principal’s information.

Formally

Â = {a ∈ A : Sa(w|QP )
⋂

VA(w|QP )+ 6= ∅} (22)

where VA(w|QP )+ = {(y, v) ∈ C(w) : v ≥ VA(w|QP )}.
Relative to the information QP , Principal’s guarantee value is the worst-case value

from the set of rationalizable actions Â:

Vp(w|QP ) = min
a∈Â

min
p∈QP (a)

Ep[y − w(y)] (23)

Let â be the action in Â that attains the minimum. Recalling the definition of the

hyperplanes for Principal’s isoprofit curves in (6), Principal’s guarantee in the case

of asymmetric perceptions Vp(w|QP ) is alternatively characterized as:
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Lemma 7. ĤP,w(Vp(w|QP )) is a supporting hyperplane of Sâ(w|QP ).

Proof follows from Lemma 4 taking QP and â in the roles of Q and a∗, respectively.

Proof. Consider the family of all half-spaces
{

(u, v) ∈ R2|u− v ≥ λ
}

that contains

Sâ(w|QP ). The half-space generated by the intersection of this family of half-spaces

corresponds to the smallest λ for which Sâ(w|QP ) is fully contained in it. The defin-

ing hyperplane has λ = Vp(w|QP ), and is by construction a supporting hyperplane

for Sâ(w|QP ). �

Step 3. 2-dimensional affine cone generated by ĤA,w and ĤP,w hyperplanes for Q = QP and

the relationship between the values.

Observe that from the definition of Principal’s value in (23) as the minimum value

over the actions in Â the half-space defined by the hyperplane ĤP,w(Vp(w|QP ))

supports Sa∗(w|QP ) and contains all of the Sa(w|QP ) for all a ∈ Â.

Let â∗ be the optimal action that Agent with more precise information chooses.

Since his optimal choice gives Agent at least VA(w|QP ) consistent with coarse in-

formation, the optimal choice is amongst the rationalizable actions, that is â∗ ∈ Â.

We now have an affine set containing all (Ey,Ew(y)) pairs that would be give

Agent the value at least VA(w|QP ) from Step 1 while guaranteeing Principal at

least VP (w|Q) from Step 2, and also a relationship between VA(w|Q) and VP (w|Q)

for any Q ⊂ QP under any contract w(y) that induces a rationalizable action â∗ ∈ Â
as the optimal action.

Lemma 8. Sâ∗(w|Q) is contained in the 2-dimensional affine convex cone generated

by ĤA,w and ĤP,w hyperplanes.

Proof. ĤA,w and ĤP,w are supporting hyperplanes of Sa∗(w|QP ) and Sâ(w|QP ),

respectively; the intersection of the two associated half-spaces that both contain

Sâ∗(w|QA) is an affine convex cone. �

As an immediate implication of Step 3 we have the following relationship between

the values from any given contract:

Lemma 9. For any contract w(y) that induces â∗ as the optimal action,

VP (w|Q) = min
q∈Q(â∗)

Eq[y − w(y)] subject to min
q∈Q(â∗)

[Eqw(y)− g(a∗)] ≥ VA(w|Q)

Proof. By construction, for any contract that induces Agent to choose â∗ as the

optimal action amongst the rationalizable actions Â, Sâ∗(w|Q) contains all feasi-

ble {Ey, Ew(y)} pairs. By definition, VP (w|Q) and VA(w|Q) are the worst-cases
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respectively for Principal and Agent over this feasible set with expectations taken

over their respective worst-case distributions. �

We note that the existence of the solution to the problem specified in Lemma 9 follows from

the analogous arguments given for the existence of the solution to the problem in Lemma 6.

Next we establish that a linear contract can be found that will induce a∗ as a rationalizable

action, while making Principal and Agent both as at least as well-off as under w(y). In fact,

within the family of linear contracts, there is an optimal one. We develop the analogous

steps as in Theorem 1 to conclude.

(a′) Let a∗ be the optimal action chosen by Agent under w(y) according to Principal’s coarse

information QP , that provides a guarantee VP (w|QP ) = λ to Principal. Let γ(a∗) be

the associated Eq∗Aw(y). First we establish that there is an affine contract that still

rationalize a∗ and guarantees Principal at least λ.

Construct the proposed affine contract as follows:

i.′ If VP (w|QP ) < 0, choose w(y) = 0

ii.′ If VP (w|QP ) ≥ 0, let w′(y) = β + αy, with α ∈ (0, 1), and β = (1− α)γ − αλ ≥ 0

It is straightforward to check that the line β + αy passes through the vertex of the

affine convex cone generated by ĤA,w and ĤP,w hyperplanes. In light of the analysis

in Step 3 the cone contains Sa∗(w|QP ), and thereby has non-empty intersection with

Sa∗(w|QP ). In fact, the line segment defined by gr(w′(y)) ∩ Sa∗(w|QP ) represents the

set {(Eqy,Eqw′(y))|q ∈ QP (a∗)}. Recall also that any of these pairs (Eqy,Eqw′(y)) fall

within the region representing both y − w(y) ≥ λ and w(y) ≥ γ [see Lemma 8]. In

other words, a∗ is still a rationalizable choice for Agent, while Principal is at least as

well-off as before.

To finish this step of the argument, as in the symmetric case we consider Agent

optimal choice â∗ from his rationalizable set of actions in Â, which might be different

from a∗ since Agent’s precise information consistent with QA ⊂ QP can take arbitrary

forms.

To check for any possibly different optimal choice from a∗ by Agent under the new

contract w′(y). By analogous ‘revealed preference’ argument given in the symmeric case,

we first note that Agent would only choose an action in the set of rationalizable actions,

Â: Agent would not choose any action a′ with minq∈Q(a′) Eqw′(y) < minq∈Q(a∗) Eqw(y).

We must have, if Agent were to choose â∗ in Â under w′, for some Q ⊂ QP

min
q∈Q(â∗)

Eqw′(y) ≥ min
q∈Q(a∗)

Eqw′(y) ≥ min
q∈Q(a∗)

Eqw(y) (24)
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Hence we conclude that with this new affine contract w′, Agent either still chooses a∗,

or instead optimally chooses a different action â∗ with minq∈Q(â∗) Eqw′(y) ≥ minq∈Q(a∗) Eqw′(y).

Given the affine nature of w′, any such deviation would also improve Principal’s worst-

case. We have,

y − w′(y) =
1− α
α

w′(y)− 1 + α

α
β (25)

Taking expectations on both sides, and then taking minima, establishes the last claim.

Since this is true for any a∗, we have found an affine contract that dominates w(y).

(b′) We next show that, for any affine contract w′(y), there is a linear contract `(y) that does

at least as well, or strictly better, for Principal, and still rationalize the same action as

w′(y).

If β = 0, then w′(y) is already linear and we are done. If β > 0, then note that

w′(0) = β. Define `(y) = αy = w′(y) − β. This improves Principal’s payoff and leaves

Agent’s incentives unchanged.

(c′) The previous steps, taken together, imply that any action that is rationalized by an

arbitrary contract, w(y), can be also rationalized by an appropriately specified linear

contract, that makes Principal and Agent both at least as well off as under w(y).

In other words, it is enough for Principal to only optimize within the class of linear

contracts.

From (a′), we can strengthen (19) to equality:

Eq∗P [y − `(y)] =
1− α
α

Eq∗P `(y) =
1− α
α

Eq∗A`(y) (26)

This follows from noting that with a linear contract, for any action a, Principal and

Agent agree on the worst-case q∗P = q∗A, even if Principal is not able to perfectly infer

â∗ the linear contract ensures that Agent’s optimal action choice maximizes Principal’s

guarantee.

In other words, with a linear contract, the best worst-case guarantees for Prin-

cial and Agent are related via a linear relationship described in (26). Now using

this linear relationship we establish the existence of optimal contract in linear form

`(y) = αy. From the linear contract αy Principal’s guarantee value is VP (α) =

maxa∈A[(1 − α)Eq∗(a)[y] − 1−α
α
g(a)]. Continuity of VP in α follows from the Theo-

rem of Maximum by taking α in the role of the parameter, and an α∗(a∗) exists in [0, 1]

that maximizes it.14

�

14There are some subtleties regarding α = 0, for which we provide more details below in Section 4.2.
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4.2. Optimal Linear Contract. We have established the optimality of linear contracts.

Next we identify the optimal linear contract. Using Theorem 2 and especially the linear

relationship between the values in (26) the optimal share maximizes

max
a∈A

[(1− α)Eq∗(a)[y]− 1− α
α

g(a)] (27)

jointly over a ∈ A and α ∈ [0, 1]. Here we use the observation that q∗p(a), the lower

envelope of QP (a) is the common worst-case that minimizes the expected output in that

set. Our approach is to find the optimal α for any given action a, then find the maximum

over A. If the worst-case expected output from an action a is not high enough to cover

its effort cost, that is if Eq∗p(a)[y] < g(a), then the optimum α is zero, corresponding to

zero contract. Otherwise, the optimal share α for action a that solves (27) is equal to

α(a) =
√
g(a)/Eq∗p(a)[y].

Using α(a) in (27) and by continuity of the objective function in a over a compact A we

solve for the optimal action a∗ and pick as the share α∗ = α(a∗) =
√
g(a∗)/Eq∗(a∗)[y]. Notice

that as Principal’s perception of technology becomes more ambiguous QP (a) ⊂ Q̂P (a) the

expected wort-case becomes worse Eq̂∗(a∗)[y] ≤ Eq∗(a∗)[y] and the share of output paid to

Agent increases (this observation is true for uniform increase in ambiguity, i.e. when QP (a)

becomes larger for each a).

5. Ambiguity and Risk Averse Agent

We extend our analysis of the contracting problem with two-sided symmetric ambiguity to

allow risk-averse attitudes on the part of the the agent. Let the agent’s risk attitudes be

represented with an increasing and concave vNM utility function u.

From an arbitrary contract w, the agent’s guaranteed expected utility, or his MaxMin ex-

pected utility, is given by

vuA := V u
A (w|Q) = EqA(w|Q)[u(w(y))]− g(a∗(w|Q))

where a∗(w|Q) is the agent’s MaxMin optimal action:

a∗(w|Q) = argmax
a∈A

min
q∈Q(a)

Eq[u(w(y))− g(a)],

and qA(w|Q) ∈ Q(a∗(w|Q)) is the associated worst-case distribution perceived by the agent.

Since the principal and the agent have symmetric perception of ambiguity for each action,

the principal infers uniquely the agent’s decision rule for his MaxMin optimal action, and
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her principal’s guaranteed value from the contract w is given by

vuP := V u
p (w|Q) = min

q∈Q(a∗(w|Q))
Eq[y − w(y)]

His associated worst-case scenario is qP (w|Q) ∈ Q(a∗(w|Q)).

The principal offers a contract w that maximizes

V u
p (w|Q) subject to V u

A (w|Q) ≥ 0

We assume that contracting relation is viable: for some contract w, we have that V u
p (w|Q) ≥

0 and V u
A (w|Q) ≥ 0

Theorem 3. Suppose QA(a) = QP (a) for all a ∈ A. There exists an affine contract that

maximizes Vp.

This result is similar to that obtained in Theorem 1 except that with risk-averse agent,

affine contracts do the job.

Proof. Fix a viable contract w, and let a∗ be the associated optimal action choice, its

dependence on the contract w and the nature of ambiguity Q is suppressed to ease notation.

We make the argument in several steps.

(M-1) To represent the set of possible values from an arbitrary contract, we use the space of

output and utility level pairs (instead of output-payment space used in the analysis

with the risk-neutral agent) in the analysis of the optimal contract. On this space

we start with observing that the agent’s MaxMin optimal choice a∗(w|Q) induces a

compact convex set denoted by Sua∗(w|Q) analogous to that in Section 3.

(M-2) In the output-utility space, the agent’s indifference curves are represented by hori-

zontal lines, as in the analysis with risk-neutral agent. Therefore, Lemma 1 through

Lemma 3 applies analogously in this space and from the contract w the agent’s

guaranteed value V u
A (w|Q) defines a supporting hyperplane for the closed convex set

Sua∗(w|Q).

(M-3) In the output-utility space the principal’s iso-profit curves are represented by concave

curves that are not linear, unlike in the analysis of the contracting problem with risk-

neutral parties. The latter implies that Lemma 4 does not directly apply in the

current model. However, we first observe below that the principal’s better than sets

are closed and convex due to continuity and concavity of the agent’s utility function.

It in turn allows us to extend Lemma 4 and characterize with Lemma 10 ‘supporting’
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epigraph for Sua∗(w|Q) representing the principal’s guaranteed value associated with

Q(a∗). The supporting epigraph is well-defined as the smallest epigraph that contains

the set Sua∗(w|Q).

More formally, for any given profits levels k ≥ 0 let the set Hu
P (k) denote the locus

of output-utility pairs that gives the principal profits k:

Hu
P (k) = {(y, v) : v = u(y − k)}.

Notice that Hu
P (k) in the output-utility space graphs utility values that yields profit

level k for the principal and it is obtained via a right-shift in the agent’s utility

function u by amount k.

Let B(Hu
P (k)) denote the hypograph which is the better-than set of Hu

P (k) for the

principal and it is defined by:

B(Hu
P (k)) = {(y, v) : v ≤ u(y − k)}. (28)

For any viable contract this set is non-empty as it contains zero, and it is closed

and convex by continuity and concavity of u, respectively. Moreover, since utility

function is monotone, the better-than-sets shrink as the principal’s guaranteed value

increases: for k̂ < k, B(Hu
P (k)) ⊂ B(Hu

P (k̂)), and this implies the following property

Lemma 10. Hypograph B(Hu
P (k)) at k = V u

P (w|Q) supports Sua∗(w|Q).

Proof. Viability of the contract w implies that B(Hu
P (0)) fully contains all of Sua∗(w|Q).

For otherwise, the principal would expect to make a loss from the contract and instead

she would rather offer a ‘zero-contract’ that ensures a non-negative guarantee.

Now notice that the hypograph in the statement of the lemma is the intersection of

all B(Hu
P (k̂)) such that k̂ < k and that all fully contain Sua∗(w|Q). Since hypograph

B(Hu
P (k)) is a closed convex set and B(Hu

P (k)) ⊂ B(Hu
P (k̂)) for 0 ≤ k̂ < k, the

defining hypograph B(Hu
P (k)) at k = V u

P (w|Q) supports Sua∗(w|Q). �

We next characterize a closed and convex set E containing all (E[y],E[u(w(y))])

pairs that yields for the principal at least her original guaranteed value VP (w|Q), and

for the agent at least VA(w|Q). This set is analogous to the convex cone constructed

in Lemma 5 and it contains all of Sua∗(w|Q), and more specifically

Lemma 11. The closed convex set Sua∗(w|Q) is contained in the 2-dimensional closed

convex set E with its boundaries generated by hyperplane Hu
A(λ) at λ = V u

A (w|Q)

and curve Hu
P (k) at k = V u

P (w|Q).

Proof. The horizontal line Hu
A(λ) at λ = V u

A (w|Q) is a supporting hyperplane of

Sua∗(w|Q) as we have shown by analogous arguments as in Lemma 3; and the curve
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Hu
P (k) at k = V u

P (w|Q) supports Sua∗(w|Q) by Lemma 10. The defining set E is de-

termined by taking the intersection of the two better-than-sets that are both closed

convex sets and both contain Sua∗(w|Q): one for the agent that is epigraph of the

horizontal line Hu
A(λ) at λ = V u

A (w|Q) and the other for the principal that is hypo-

graph B(Hu
P (k)) at k = V u

P (w|Q). By construction, the set E is bounded below by

the horizontal line and above by the curve. �

As an immediate implication we have the following:

Lemma 12. For any contract w(y) that induces a∗ as the optimal action,

V u
P (w|Q) = min

q∈Q(a∗)
Eq[y − w(y)] subject to min

q∈Q(a∗)
Eq[u(w(y))− g(a∗)] ≥ V u

A (w|Q)

Proof. By construction, for any contract that induces a∗ as the optimal action, the

closed convex set Sua∗(w|Q) contains all feasible expected output and expected utility

pairs {Eqy, Equ(w(y))} induced by this action a∗. Over this feasible set, by definition,

V u
P (w|Q) and V u

A (w|Q) are the worst-case expected values for the principal and the

agent, respectively, with expectations taken over with respect to their respective

worst-case distributions. �

Note that the solution to the problem specified in Lemma 12 exists, given a compact

Y and bounded w(y). This is because, it is a linear programming problem in the

(y, u(w(y))) space that is compact convex by construction.

(M-4) We next show that for an arbitrary contract w we can construct an affine contract

that ensures the parties higher guaranteed values than the contract w does.

In what follows, we construct an affine contract ` ∈ L such that from the action a∗

the principal and the agent both obtain guaranteed values at least their respective

original guarantees V u
P (w|Q) and V u

A (w|Q). Furthermore, if the agent chooses a

different action, that improves the guaranteed values for both of them.

For this, we start with the affine contract `0(y) = β0 that makes a fixed payment

β0 := u−1(V u
A (w|Q)) to the agent and nothing else. This contract has the property

that its its set of expected output and utility pairs Sua∗(
ˆ̀
0|Q) :=

{
(Eq[y], V u

A (w|Q)) : q ∈ Q(a∗)
}

is fully contained in the set E given in Lemma 11. The latter implies that the con-

tract `0 yields the agent his original guarantee since u(β0) = V u
A (w|Q), and yields

the principal better guarantee V u
P (`0|Q) than his original V u

P (w|Q) if the agent still

chooses the action a∗ given the contract `0. Since the constant wage is independent

of the output, and hence it does not necessarily incentivize the agent to choose that

action, for instance, the agent can deviate and choose a less costly action than a∗

that could reduce the principal’s guarantee. However, by offering an affine contract
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with α > 0 and the same fixed payment β0, the action a∗ guarantees strictly better

value for the agent than V u
A (w|Q). Furthermore, the principal can do better using

an affine contract.

From any affine contract ` = αy+β the guaranteed values for the principal and the

agent V u
P (`|Q) and V u

A (`|Q), respectively, are both continuous in α and β; and the

former is monotone decreasing in the parameters of affine contract while the latter is

monotone increasing. Now for an affine contract ˆ̀with its β̂ is sufficiently close to β0

from below, and its α̂ is close enough to zero from above, the principal and the agent

both obtains better guarantees if the agent chooses action a∗: V u
P (ˆ̀|Q) > V u

P (w|Q)

and V u
A (ˆ̀|Q) > V u

A (w|Q).

If, on the other hand, the agent deviates from a∗ and chooses a different action

under the affine contract `, this improves the guarantees for both of them. To see

this, Lemma 11 applied to the affine contract ˆ̀ implies that the set Sua∗(
ˆ̀|Q) :=

{(Eq[y],Eq[u((1− α̂)y + β̂)]) : q ∈ Q(a∗)} is fully contained in the closed convex set

Ê which is determined by the intersection of the hypograph of u(ˆ̀) and the epigraph

of the hyperplane Hu
A(λ) at λ = V u

A (ˆ̀|Q). Now, under the affine contract ˆ̀ if the

agent deviates from a∗ and chooses a different action, say â, the corresponding set

Suâ (ˆ̀|Q) is fully contained in the closed convex set Ê and increases the guarantees of

both parties.

(M-5) The arguments thus far have shown that whenever a contract w generates a two-

dimensional set expected output and utility pairs Sua∗(w|Q) then there is an affine

contract that does better. In the output-utility space, one-dimensional set of expected

output and utility pairs arises only from the contracts that are linear in utility:

that is, there are the contracts w of the form that u(w(y)) = ay, or equivalently,

w(y) = u−1(ay). We next show that affine contracts ` does better than utlity-linear

contracts, mainly because the former provides with the principal a flexible contracting

set to smooth the consumption profile of the agent and hence minimize on the agency

costs.

Consider an arbitrary utility-linear contract w that incudes a∗ as the optimal ac-

tion. For such a contract the agent and the principal agree on the worst-case scenario:

the distribution q∗ in Q(a∗) that minimizes the expected output. The fact that dis-

tribution minimizes the agent’s expected value follows from utility-linearity of the

contract. On the other hand, the principal’s worst-case perception is determined as

follows

min
q∈Q(a∗)

Eq[y − w(y)] = Eq∗ [y − w(y)].
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Here the equality follows from the fact that y − w(y) is strictly concave function

as w(y) = u−1(y), and for this concave function between the two extreme points

q∗ = argminq∈Q(a∗) E[y] and q∗ = argmaxq∈Q(a∗) E[y], the former attains the minimum

value.

Now consider an affine contract ˆ̀ such that β̂ arbitrarily close to and less than the

agent’s guarantee from w and α̂ close to zero, so that by continuity the affine contract
ˆ̀ provides the same guarantee to the agent. Since the affine contract ˆ̀ provides the

same guarantee to the risk-averse agent for smaller variability in the agent’s utility

levels, it saves the principal’s cost of inducing the action a∗.

�

6. Discussion

We illustrate optimality of linear contracts in a moral hazard problem when both parties

have ambiguous perceptions of technology, and Principal faces more ambiguity than Agent.

The main result derives from the ability of linear contracts to align the worst-case scenarios

for both parties, thereby reducing the impact of the endogenous uncertainty of Agent’s

choice of action on Principal’s payoff.

We conclude with a few remarks about our assumptions. It is important that Principal

has coarser understanding of technology relative to Agent’s. This assumption ensures that

Principal’s worst-case value, relative to her own coarser information is well-defined (it lies

on the boundary of a certain convex sudset of the convex hull of the graph of w(·). Our

assumption on the coarseness of Principal’s understanding allows for richness in Agent’s

action choice as perceived by Principal. In this sense, it generates in an endogenous manner

Carroll (2015) richness condition on the set of actions available to Agent.

Thus, our analysis provides intuition as to why a similar argument for linearity may not

work if the asymmetry of uncertainty is reversed, i.e., if Principal is better informed about

technology than Agent (for example, when an experienced Principal hires a rookie Agent).15.

In that case, Principal is not able to uniquely identify a lower bound on Agent’s value for

an arbitrary contract. Characterizing the optimal contract in such a case is our next step

in this research project.

15See Lopomo et al. (2011) for a treatment of such a problem in a different formal setting; a two-part
contract with a flat payment and a bonus is proposed.
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Springer Science & Business Media, 2012.

Bengt Holmstrom and Paul Milgrom. Aggregation and linearity in the provision of intertem-

poral incentives. Econometrica: Journal of the Econometric Society, pages 303–328, 1987.

Leonid Hurwicz and Leonard Shapiro. Incentive structures maximizing residual gain under

incomplete information. The Bell Journal of Economics, pages 180–191, 1978.

Edi Karni. Subjective expected utility theory without states of the world. Journal of

Mathematical Economics, 42(3):325–342, 2006.

Edi Karni. A reformulation of the maxmin expected utility model with application to agency

theory. Journal of Mathematical Economics, 45(1):97–112, 2009.

Giuseppe Lopomo, Luca Rigotti, and Chris Shannon. Knightian uncertainty and moral

hazard. Journal of Economic Theory, 146(3):1148–1172, 2011.

27



Sujoy Mukerji. Ambiguity aversion and incompleteness of contractual form. American

Economic Review, pages 1207–1231, 1998.

Appendix A. Existence of Solutions to Agent’s Optimization Problem

Assume that the correspondence that maps a in compact set A to Q(a) in compact convex

set of probabilities over output levels K∆(Y) is upper hemi-continuous.

We want to show that for a given continuous contract w, the maxmin action a∗ ∈ A is

well-defined.

We start with characterizing Agent’s decision rule for the effort choice for a given contract.

Notice that for each action a Agent effort choice solves:

VA(a;w) = min
q∈Q(a)

Eq[w(y)]− g(a)

and the value function is continuous in a. To see this, consider effort level a in the role of

a parameter in the constrained optimization problem. In particular, the objective function

is continuous in effort a and the feasible set correspondence Q(a) is uhc. Therefore, by

the (generalized) Maximum Theorem from Ausubel and Deneckere (1993), that uses upper-

hemicontinuity of the feasible set of alternatives, the worst-case value VA(a;w) is continuous

in the parameter, or in this case the action a.

For the contract w Agent’s optimal effort a∗(w) which maximizes his continuous value

function VA(·;w) over a compact set A is well-defined by the Extreme Value Theorem

(Aliprantis and Border (2006)).

By symmetry, Principal infers Agent’s decision rule a∗ and if the optimal action is unique

Principal uses it to compute his worst-value from the contract:

Vp(w) = min
q∈Q(a∗(w))

Eq[y − w(y)]

If Agent’s decision rule assigns multiple actions as optimal to a contract w, from such a

contract Principal evaluates his guarantee according to the worst case. That is, if A∗(w)

is Agent’s set of optimizers, Principal’s guarantee considers the worst of these actions from

her perspective:

Vp(w) = min
a∈A∗(w)

min
q∈Q(a)

Eq[y − w(y)]
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Since A∗(w) compact, being a closed subset of compact A, Principal’s guarantee is again

well-defined. An alternative approach to the decision rules with multiple actions is that

Agent when indifferent picks the best action for Principal. This alternative approach which

is typically used in standard moral hazard problems is easy to adopt in our guarantee

specification above by taking max over A∗(w) instead of min, and without affecting the

analysis and the results qualitatively.
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