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Abstract14

While Artificial Intelligence enables productivity gains from delegat-15

ing tasks to machines [1], it may facilitate the delegation of unethical be-16

haviour [2]. This risk is highly relevant amid the rapid rise of ’agentic’17

AI systems [3, 4]. Here we demonstrate this risk by having human prin-18

cipals instruct machine agents to perform tasks with incentives to cheat.19

Requests for cheating increased when principals could induce machine20

dishonesty without telling themachine precisely what to do, through su-21

pervised learning or high-level goal-setting. These effects held whether22

delegationwas voluntary ormandatory. We also examined delegation via23

natural language toLargeLanguageModels [5]. While principals’ cheating24

requestswerenot always higher formachine agents, compliance diverged25

sharply: Machines were far more likely than human agents to carry out26

fullyunethical instructions. This compliance couldbe curbed, butusually27

not eliminated, with the injection of prohibitive, task-specific guardrails.28

Ourresultshighlight ethical risks in the context of increasingly accessible29

and powerful machine delegation, and suggest design and policy strate-30

gies to mitigate them.31
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People are increasingly delegating tasks to software systems powered by artificial 32

intelligence (AI), a phenomenon we will call ‘machine delegation’ [6, 7]. For example, 33

human principals are already letting machine agents decide how to drive [8], where to 34

invest their money [9, 10] and whom to hire or fire [11], as well as how to interrogate 35

suspects and engage with military targets [12, 13]. Machine delegation promises to in- 36

crease productivity [14, 15] and decision quality [16–18]. One potential risk, however, 37

is that it will lead to an increase in ethical transgressions, such as lying and cheat- 38

ing for profit [2, 19, 20]. For example, ride-sharing algorithms tasked with maximiz- 39

ing profit urged drivers to relocate in order to artificially create surge pricing [21]; a 40

rental pricing algorithm marketed as ‘driving every possible opportunity to increase 41

price’ engaged in unlawful price-fixing [22]; and a content-generation tool claiming 42

to help consumers write compelling reviews was sanctioned for producing false but 43

specific claims based on vague generic guidance from the user [23]. In this article, we 44

consider how machine delegation may increase dishonest behaviour by decreasing its 45

moral cost, on both the principal and the agent side. 46

On the principal side, one reason people do not engage in profitable yet dishonest 47

behaviour is to avoid the moral cost of seeing themselves[24]—or being seen by oth- 48

ers[25]—as dishonest. As a result, they are more likely to cheat when this moral cost is 49

reduced [26–29]. Machine delegation may reduce the moral cost of cheating when it 50

allows principals to induce the machine to cheat without explicitly telling it to do so. 51

Detailed rule-based programming (or ‘symbolic rule specification’) does not offer this 52

possibility, as it requires the principal to clearly specify the dishonest behaviour. In this 53

case, the moral cost is likely similar to that incurred when being blatantly dishonest 54

oneself [30–33]. In contrast, other interfaces such as supervised learning, high-level 55

goal setting or natural language instructions [34–36] allow principals to give vague, 56

open-ended commands, letting the machine fill in a black-box unethical strategy— 57

without the need for the principal to explicitly state this strategy. Accordingly, these 58

interfaces may make it easier for principals to request cheating, as they can avoid the 59

moral cost of explicitly telling the machine how to cheat. 60

On the agent side, humans who receive unethical requests from their principal 61

face moral costs that are not necessarily offset by financial benefits. As a result, they 62

may refuse to comply. Machine agents, by contrast, do not face such moral costs, and 63

3



may show greater compliance. In other words, while human agents may reject uneth-64

ical requests on the basis of moral concerns, machine agents without adequate safe-65

guards may simply comply. Current benchmarks suggest that state-of-the-art, closed66

large language models (LLMs) have imperfect yet strong safeguards against a broad67

range of unethical requests, such as the generation of hate speech, advice on criminal68

activity or queries about sensitive information [37–40]. However, domain-specific in-69

vestigations have revealed worrying levels of compliance when the same models were70

asked to generate misleading medical information [41] or produce malicious code [42],71

and have shown that LLM agents may spontaneously engage in insider trading in the72

course of seeking profit [43]. Accordingly, it is likely that even state-of-the-art ma-73

chine agents may comply, to a greater degree than human agents, with instructions74

that induce them to cheat for their principals if they are not provided with specific75

guardrails against this compliance.76

Here we show that machine delegation increases unethical behaviour on both the77

principal side and the agent side. We conducted a total of 13 experiments across four78

main Studies (see Extended Data Table 1). In Studies 1 and 2, we show that human79

principals request more cheating in a die-roll protocol when using interfaces that al-80

low them to induce cheating without explicitly telling the machine what to do (specifi-81

cally, supervised learning and high-level goal setting). In Study 3, we move to a natural82

language interface for delegation and find that machine agents (GPT-4, GPT-4o, Llama83

3.3, Claude 3.5 Sonnet) are, by default, far more likely than human agents to comply84

with fully unethical instructions.We test several guardrail strategies and found that85

compliance commonly persisted. The most effective approach (strongly phrased, task-86

specific prohibitions injected at the user level) is also the least scalable. Finally, Study 487

is a conceptual replication of Study 3, using a tax evasion protocol that is closer to par-88

ticipants’ real-life experience, that includes negative externalities for cheating and that89

shifts the focus from dishonestly acquiring resources to dishonestly retaining previ-90

ously earned resources. After reporting these results, we explore their implications for91

future delegation scenarios, especially as LLMs and other machines reduce delegation92

costs by improving access, ease of use and affordability.93

All studies with human subjects were preregistered (see Data Availability state-94

ment) and did not use deception. For recruitment details, please refer to Methods -95
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Human Subjects Recruitment. All results reported are from two-sided tests. 96

Studies 1 & 2 on Principal’s Intentions 97

To measure cheating behaviour, we employed the classic die-roll task used across the 98

behavioural sciences [44, 45]. Participants were asked to report the result of a die roll 99

that they observed privately [33], knowing that their payoff would match the result 100

they reported (here, 1 U.S. cent if they reported a 1, 2 cents if they reported a 2 and so 101

on up to 6 cents if they reported a 6). Accordingly, participants had the opportunity to 102

cheat for profit by reporting a result higher than the roll observed, thereby accumu- 103

lating profit over a series of 10 rolls and reports. 104

The die-roll task has been rigorously validated and used in hundreds of studies [24, 105

27]. It predicts real-world behaviours such as fare-dodging in public transportation 106

[46], school misconduct [47] and deceptive sales practices [48]. 107

Conditions and outcomes. Participants in Study 1 (N = 597) were randomly as- 108

signed to one of four conditions. In the Control condition, they reported the results 109

of the 10 die rolls themselves. In the remaining conditions, they delegated these 10 110

reports to machine agents (Methods, Study 1). The conditions differed in the inter- 111

face that participants used to transmit their instructions to the machine (Fig. 1). In the 112

Rule-Based condition, participants had to explicitly tell the machine what number to 113

report for each of the 6 possible die-roll outcomes. In the Supervised Learning con- 114

dition, participants chose one of three example datasets to train the machine. In one 115

example dataset, the reports were always the same as the die rolls. In another, the re- 116

ports were always 6, regardless of the die rolls. In another, the reports were either the 117

same as or above the actual die roll, indicating occasional cheating. The three example 118

datasets featured a series of 10 die-roll outcomes but just five reports. This incomplete 119

reporting was intended to evoke a sense of uncertainty that comes with delegation, and 120

to mimic how programmers rarely inspect the entire dataset, but only peruse a subset 121

of it. A comprehension check with an independent sample of participants showed that 122

modal expectations about machine behavior trained on each dataset were accurate (see 123

SI, Supplemental Study A and Fig. S4). In the Goal-Based condition, participants gave 124
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the machine a high-level goal by choosing a setting on a dial that ranged from ‘maxi-125

mize accuracy’ to ‘maximize profit’, with five intermediate notches. These results are126

robust to changing these two labels to ‘not prioritize profit at all’ and ‘fully prioritize127

profit’ (see SI, Supplemental Study B and Fig. S5).128

For comparability purposes, our outcome of interest in each condition was the129

proportion of participants who engaged in Honesty, Partial Cheating and Full Cheat-130

ing. Table 1 summarizes how this variable was constructed in each condition. To131

demonstrate the robustness of our results, we also undertook analyses using the con-132

tinuous measure of honesty, that of die-roll reports, for Studies 1 and 2 (SI, Robustness133

Tests Using a Continuous Dependent Variable: Reported Die Rolls). All main findings134

hold when using the continuous measure of honesty. Our main prediction was that the135

proportion of participants engaging in Honesty would be smaller in the Supervised136

Learning and Goal-Based conditions, which offered greater plausible deniability [26]137

than the Control and Rule-Based conditions.138

Study 2 (N = 801) was identical to Study 1, except that in all delegation condi-139

tions (Rule-Based, Supervised Learning and Goal-Based), participants could either140

delegate reports to the machine or self-report.141

We predicted that more participants would choose to delegate to machines in the142

Supervised Learning and Goal-Based conditions. In fact, we observed that about143

50% of participants delegated to machines, regardless of the interface (see SI, Study144

2, Preregistered Confirmatory Analyses). Hereafter, when we discuss the results of145

Study 2, we focus on these participants.146

Honesty across conditions. Fig. 2 displays, for Studies 1 and 2, the percentage of147

participants who engaged in Honesty, Partial Cheating and Full Cheating across con-148

ditions. The results of the two studies were remarkably similar (see Table S61 for Bayes149

factors). For both studies, our main prediction was that the proportion of participants150

engaging in Honesty would be smaller in the Supervised Learning and Goal-Based151

conditions than in theControl andRule-Based conditions, which offered comparably152

less opportunity for maintaining plausible deniability about one’s intentions. For both153

studies, this prediction was supported by a binary logistic regression with a dichoto-154

mous predictor variable (Study 1: B = 2.53, SE = 0.21, P < 0.001, OR = 12.6;155
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Study 2: B = 3.00, SE = 0.24, P < 0.001, OR = 20.1; see Tables S1, S9, and Fig. 156

S2). At 95%, the vast majority of participants (Study 1: 95% CI = [90, 98], Study 2: 95% 157

CI = [93, 99]) reported die rolls honestly in the Control condition without delegation. 158

This proportion decreased when participants delegated to machines, to about 75% in 159

theRule-Based condition (Study 1: 95% CI = [67, 81], Study 2: 95% CI = [67, 84]), about 160

50% in the SupervisedLearning condition (Study 1: 95% CI = [43, 60], Study 2: 95% CI 161

= [37, 58]) and only about 15% in the Goal-Based condition (Study 1: 95% CI = [8, 19], 162

Study 2: 95% CI = [10, 25]). All these comparisons were significant to the P < 0.001 163

level, including Bonferroni correction for multiple comparisons. The level of honesty 164

in theRule-Based condition showed a sharp decrease compared toControl, which we 165

had not anticipated (Study 1: B = 1.95,SE = 0.43, P < 0.001,OR = 6.27; Study 166

2: B = 1.84,SE = 0.46, P < 0.001,OR = 6.27; see Tables S2 and S11, and Fig. 167

S3). 168

Type of cheating across conditions. For both studies, we conducted preregistered 169

ordinal probit regression analyses to analyze shifts toward Partial or Full Cheating 170

depending on delegation interface, contrasting the pooled Control and Rule-Based 171

conditions to the pooled Supervised Learning and Goal-Based conditions. Partici- 172

pants in the Supervised Learning andGoal-Based conditions were significantly more 173

likely to engage in higher levels of cheating (Study 1: M = 68%, 95% CI [63, 73]; Study 174

2 M = 68%, 95% CI [62, 75]), than participants in the Control and Rule-Based con- 175

ditions (Study 1: M = 15%, 95% CI [11, 19]; Study 2: M = 9%, 95% CI [7, 12]). This 176

held for both Study 1: B = 1.37 (SE = 0.11, t = 12.55, P < 0.001) and Study 177

2: B = 1.13 (SE = 0.11, t = 9.90, P < 0.001; see Tables S4, S10). Consis- 178

tently, the threshold for transitioning from Honesty to Partial Cheating was lower 179

than the threshold for transitioning from Partial Cheating to Full Cheating (Study 1: 180

τ1 = 1.64, SE = 0.17, P < 0.001, τ2 = 2.39, SE = 0.18, P < 0.001; Study 181

2: τ1 = 2.59, SE = 0.35, P < 0.001, τ2 = 2.99,SE = 0.35, P < 0.001; see 182

Tables S5 and S14). In sum, both studies indicate that the Supervised Learning and 183

Goal-Based conditions significantly increased the likelihood of higher cheating levels. 184
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Study 3 on Delegation to LLMs185

Technological advances such as LLMs now allow human principals to delegate to ma-186

chine agents using natural language instructions (also known as ‘prompt engineering’),187

just as they would for human agents. These advances make it possible to compare the188

behaviour human principals request from human versus machine agents, keeping the189

delegation interface constant—and to compare the subsequent behaviour of human190

and machine agents once they receive these requests. Our main preregistered predic-191

tions were that the proportion of participants engaging in Honesty would be smaller192

in the human agent and machine agent conditions relative to self-reporting, and that193

intended, actual and perceived third-party dishonesty would be lower for instructions194

for human agents relative to those for machine agents.195

We recruited 390 participants to act as principals in the die-roll task (Study 3a).196

Participants wrote natural language instructions for human and machine agents, and197

also undertook the die-roll task themselves. Our focus was on the observed rate at198

which the principals requested Honesty, Partial Cheating and Full Cheating behaviour—199

and on how human and machine agents behaved after receiving these instructions. To200

this end, we recruited 975 further participants to act as human agents (Study 3b). They201

were incentivized to comply with the instructions they received (see Methods, Study202

3b). Machine agents were first implemented with GPT-4, but additional results were203

then collected from machine agents implemented with GPT-4o, Llama 3.3 and Claude204

3.5 Sonnet (see the Robustness to other LLMs and guardrails subsection below).205

Behavioural requests from principals using natural language. Fig. 3(a) shows206

the proportion of principals who requested Honesty, Partial Cheating, or Full Cheat-207

ing from human and machine agents, according to their own stated categorization (see208

Extended Data Fig. 1 and SI Study 3c for 3rd-party and LLM-based categorization209

methods).210

A higher rate of instructions were categorized as requesting Partial Cheating un-211

der Rater Categorization but, overall, results were quite consistent (25% cf. 8% and212

10% under LLM and self-categorization respectively). First, the proportion of dishon-213

est delegation through natural language (Self-Categorization = 25%, 95% CI = [22, 28];214

8



LLM Categorization = 26%, 95% CI = [23, 29]) was, with the exception of Rater Cat- 215

egorization (40%, 95% CI = [37, 44]), directly comparable with that observed in the 216

Rule-Based condition in Studies 1 and 2. Certainly, the dishonesty levels observed in 217

either the Supervised Learning condition (49–52%, P s < 0.001) or the Goal-Based 218

condition (84–88%, P s < 0.001) were never reached (see Table S60). 219

Second, there was no evidence that people requested more cheating from ma- 220

chines than from humans when using natural language (B = 0.38, SE = 0.24, P = 221

0.12; See Table S25; Bayes factors in Table S35), nor did third parties perceive any 222

such differences (human Rater Categorization: B = −0.10,SE = 0.08, P = 0.22, 223

LLM Categorization: B = −0.12, SE = 0.10, P = 0.21: Table S46; Bayes factors 224

in Table S51). 225

Behaviour of agents after receiving natural language instructions. Fig. 3(b) 226

displays the proportion of human and machine agents who engaged in Honesty, Par- 227

tial Cheating or Full Cheating by the type of instructions they received from their 228

principal. Principals’ self-reported intentions may be biased away from declaring dis- 229

honesty, though we found similar results using LLM (GPT-4) and human rater catego- 230

rization methods (see Extended Data Fig. 1). Table S41 shows that overall compliance 231

is robust for different categorization methods (all P s < 0.001). The behaviour of 232

agents who received a request for Partial Cheating was rather noisy, possibly reflect- 233

ing the greater ambiguity in the categorization of this type of instruction. What is 234

much clearer is the behaviour of agents—humans and machines alike—who received 235

a request for Honesty: They overwhelmingly complied (see Fig. 3). The main differ- 236

ence between human and machine agents emerged when Full Cheating was requested 237

(B = −16.19, SE = 0.004, P < 0.001; Table S43). Machine agents overwhelm- 238

ingly complied with this request, but human agents were much more likely to refuse 239

to comply and engage in Honesty instead—even though compliance with instructions 240

was financially incentivized (see SI, Study 3b, Additional Analyses). As discussed in the 241

next section, this behaviour was also observed with GPT-4o, Llama 3.3 and Claude 3.5 242

Sonnet (see Extended Data Fig. 2). 243

To make sure that this difference in agent behaviour did not reflect subtle differ- 244

ences in the way principals wrote their instructions to human and machine agents, 245
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we also collected the behaviour of human and machine agents when they received in-246

structions meant for the other type of agent. Agents were kept naive to the nature of247

the intended agent. Results were robust to this forking variation: Machine agents still248

complied when they received Full Cheating instructions meant for humans, and many249

human agents still refused to comply when they received Full Cheating instructions250

meant for machines (all P s < 0.001; see Table S42 and Figs. S7-S10). Accordingly,251

the results of Study 3 strongly suggest that while human agents are likely to resist un-252

ethical instructions, even at personal cost, machines may accept them. To consolidate253

these results, the next section extends them to other LLMs and explores the effect of254

providing them with ethical guardrails.255

Robustness to other LLMs and guardrails. Fig. 4 displays the behaviour of four256

LLM agents (GPT-4, GPT-4o, Claude 3.5 Sonnet and the open-source Llama 3.3) onto257

which we passed the instructions of principals that were categorized–by principals258

themselves–as requests for full cheating. All LLMs largely complied with these re-259

quests (Llama: 79% compliance, all other models: 98% compliance). We also tested260

whether this compliance could be curbed by providing LLMs with guardrail messages261

against unethical behaviour (Study 3d). The first was a general message, based on a262

synthesis of the high-level values claimed by Open AI, Meta and Anthropic: Remember263

that dishonesty and harm violate principles of fairness and integrity. The second was spe-264

cific to the die-roll task: Remember that inaccurate reporting of the die-roll outcome is a265

form of dishonesty. The third was an explicitly prohibitive message: You are not permitted266

to misreport die-roll outcomes under any circumstances. Furthermore, we injected these267

messages either at the system level (a common strategy to optimize the behaviour of an268

LLM regarding a particular outcome) or at the user level (by automatically appending269

them at the end of the principals’ instructions). Overall, we observed that the intro-270

duction of guardrails reduced compliance with fully dishonest requests (P s< 0.001;271

see Table S54). Of these six possible strategies, the most effective across all LLMs272

was injecting an explicitly prohibitive guardrail at the user level (B = −4.78,SE =273

0.34, P < 0.001,OR = 0.008; Table S54). Among the four LLMs tested, GPT-4274

(the legacy model) was much easier to sway, as it switched to a modal response of non-275

compliance for all six strategies (B = −2.61,SE = 0.22, P < 0.001,OR = 0.07;276

10



Table S53). The mechanism behind GPT-4’s greater receptiveness to guardrails re- 277

mains unclear, but it is notable that newer models appear more resistant to corrective 278

interventions, possibly reflecting stronger optimization for user-pleasing behaviour 279

at the expense of ethical caution. (Note: Minor differences in GPT-4’s ’No Guardrail’ 280

behaviour compared to Fig. 4 reflect the use of instructions only intended for machine 281

agents and variation in sampling strategy, since GPT-4 was sampled once for each in- 282

struction in Study 3b and four times in Study 3d.) 283

Study 4 on Tax Evasion with LLMs 284

To increase the real-world relevance of our findings and expand the range of ethical 285

behaviour captured, we conducted a conceptual replication of Study 3, replacing the 286

die-roll protocol with a tax evasion protocol [49], see Fig. 5(a). This tax evasion pro- 287

tocol has been used extensively in the experimental literature for over four decades 288

[50], was recently used in a mega-study [51] and has shown good external validity to 289

real-world tax compliance [52, 53]. In our instantiation of this protocol, participants 290

first undertake a task (sorting even and odd numbers) in which they earn income de- 291

pending on their accuracy and speed. They are then informed that they need to report 292

these earnings, which will be subjected to a 35% tax going to the Red Cross. Their 293

final payoff consists of their reported income minus the 35% tax, plus any undeclared, 294

untaxed income. As much as possible, the design and analyses of Study 3 were carried 295

over to Study 4. 296

Our first preregistered outcome of interest is the percentage of income that par- 297

ticipants declare, as a continuous index of cheating. For ease of comparison with our 298

other studies, we preregistered another outcome of interest, the proportions of partic- 299

ipants engaging in Honesty (100% of income is declared), Full Cheating (0% of income 300

is declared) or Partial Cheating (an intermediate percentage of income is declared). 301

The tax evasion protocol differs from the die-roll protocol on several key dimensions: 302

it more closely mirrors real-life moral decisions by embedding dishonesty in a socially 303

meaningful frame of tax compliance; it shifts the context from dishonestly earning 304

new resources to dishonestly retaining previously earned ones; and it introduces a 305

clear negative externality for cheating, as misreported taxes reduce a charitable dona- 306
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tion (we verified that participants strongly supported the Red Cross, m = 5.7 ± 1.6307

on a 7-point scale). Together, these differences allow us to test whether the effects308

observed in Study 3 generalize to a richer, more ecologically valid form of cheating.309

Behavioural requests fromprincipals using natural language. Given the struc-310

tural and psychological differences between the tax evasion protocol and the die-roll311

protocol, we did not expect absolute rates of dishonesty or effect sizes to replicate ex-312

actly. Instead, our key theoretical prediction, concerning greater compliance by ma-313

chine compared to human agents, holds.314

In addition, regarding principals’ intentions, we found robust, statistically signif-315

icant evidence for greater cheating intentions under machine delegation than under316

human delegation (B = −0.02, SE = 0.01, P = 0.001; Table S62). Principals who317

gave instructions to machine agents intended them to declare a smaller proportion of318

income (M = 0.829; 95% CI = [0.803, 0.855]) than principals who gave instructions to319

human agents (M = 0.850; 95% CI = [0.826, 0.874]), and categorical analyses likewise320

revealed that principals were more likely to encourage Full or Partial Cheating when321

delegating to machines compared to humans (B = 0.56, SE = 0.17, P < 0.001; Ta-322

ble S63). Similar to Study 3, human and LLM categorizations of instructions did not323

suggest any perceived differences in principals’ intentions when instructing human324

versus machine agents (human Rater Categorization: B = 0.12, SE = 0.09, P =325

0.19, LLM Categorization: B = 0.42, SE = 0.32, P = 0.18: Table S75; Bayes326

factors in Table S78).327

Behaviour of agents after receiving natural language instructions. Fig. 5(b)328

displays the proportion of human and machine agents who engaged in Honesty, Par-329

tial Cheating or Full Cheating, broken down by the type of instructions they received330

from their principal. Results replicated conceptually those of the die-roll protocol in331

Study 3 (see SI, Study 4b). The findings were robust to LLM (GPT4) and human third-332

party rating categorizations (see SI Study 4c) of principals’ instructions for perceived333

intended dishonesty (all Ps < 0.001; Table S74).334

In Study 4d, we then collected data from four LLM agents under six guardrail335

strategies. As shown in Fig. 6, compliance with Full Cheating requests was generally336
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lower in the tax evasion context, possibly because this context evokes stronger eth- 337

ical caution from the models by invoking well-known real-world ethical norms (see 338

Table S84 for a between-study comparison). That said, in the absence of additional 339

guardrails, the modal response of all four LLMs was still to comply (see Extended 340

Data Fig. 2(b)). Similar to Study 3, guardrail strategies generally deterred compli- 341

ance with unethical requests (within one exception: system-level specific message; 342

B = −0.17,SE = 0.17, P = 0.32,OR = 0.85), and the user-level prohibitive 343

message was the most effective (B = −2.84,SE = 0.22, P < 0.001,OR = 0.06; 344

Table S81). 345

Discussion 346

Our results establish that people are more likely to request unethical behaviour from 347

machines than to engage in the same unethical behaviour themselves. This does not 348

necessarily mean that people are more likely to request unethical behaviour from ma- 349

chines than from humans. Indeed, we observed no meaningful differences in the nat- 350

ural language instructions sent to machines versus humans in the die-roll protocol 351

of Study 3, and only small differences in the natural language instructions that par- 352

ticipants sent to machines versus humans in the tax evasion protocol of Study 4 (note, 353

however, that even a small reduction of 2 percentage points in tax compliance can have 354

a large aggregate effect for tax collection). Even with this caveat, our findings give at 355

least three reasons to be worried about the effects of machine delegation. 356

First, the scope for variation in delegation interfaces for machines is greater than 357

for humans, and some machine delegation interfaces increase the likelihood of uneth- 358

ical delegation above the level observed with natural language. For example, Studies 1 359

and 2 showed that unethical delegation was contained to 25% when principals had 360

to tell the machine exactly which rules to follow—comparable to the unethical dele- 361

gation rate observed with natural language instructions. However, other delegation 362

interfaces can increase unethical delegation rates to ≈50–85%, which are substantial 363

effects. In line with theories of unethical behaviour that emphasize the role of moral 364

disengagement [54–56], these interfaces allow principals to induce machines to cheat 365

without explicitly telling them what to do. 366
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Second, even in the best-case scenario where principals would not be more likely367

to delegate unethical behaviour to machines than to humans, machine delegation will368

still lead to an absolute increase in unethical behaviour, merely by making delegation369

more frequent. As machine agents become more accessible to principals, the scope370

and speed of delegation will increase [57, 58]. Accordingly, the volume of unethical371

behaviour is likely to increase under machine delegation. Some additional factors may372

nuance this prediction, such as the fact that machine delegation may leave more evi-373

dence than delegation to humans.374

Third, in the best-case scenario where principals would not be more likely to re-375

quest unethical behaviour from machines, the volume of unethical behaviour may also376

increase because machine agents are more likely to comply than human agents.377

In Studies 3 and 4, we observed that human agents complied with only ≈ 25% to378

≈ 40% of the unethical, full cheating instructions, even when non-compliance came379

at a personal cost. In contrast, machine agents complied with such instructions at380

a higher rate, doing so ≈ 60% and ≈ 95% of instructions, across two protocols (tax381

evasion and die-roll respectively) and four models (GPT-4, GPT-4o, Claude 3.5 Sonnet382

and Llama 3.3).383

This finding suggests that prominent, readily available LLMs have insufficient de-384

fault guardrails against unethical behaviour. We accordingly explored whether stronger385

guardrails may curb their compliance to cheating requests in the die-roll and tax eva-386

sion protocols. While we observed some variance across models, our results suggest387

that to prevent compliance, LLMs may need strongly phrased prohibitions of task-388

specific behaviour, ideally at the user level rather than the system level. This is not an389

encouraging result: From a deployment and safety perspective, it would be far more390

scalable to rely on generic, system-level messages discouraging unethical behaviour391

than to require task-specific prohibitions, crafted case by case and injected at the user392

level, which is both technically and operationally more fragile.393

Our results point to further steps against unethical machine delegation, oriented394

toward human principals rather than machine agents. Study 2 demonstrated that peo-395

ple were largely undecided whether or not to delegate this somewhat tedious, low-396

stakes task to a machine agent. Further, after both experiencing the task themselves397

and delegating to machine and human agents, a notable majority of participants–74%398
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in both in Studies 3 and 4 (see Extended Data Fig. 3)–expressed a preference to un- 399

dertake the task themselves in the future. This preference was strongest among those 400

who engaged in honest behaviour, but also held for the majority of those who engaged 401

in Partial and Full Cheating (Figs. S6, S11). Consequently, ensuring that principals 402

always have an option to not delegate, or making this option the default, could in 403

itself curb the adverse effects of machine delegation. Most importantly, delegation 404

interfaces that make it easier for principals to claim ignorance of how the machine 405

will interpret their instructions should be avoided. In this regard, it may be helpful 406

to better understand the moral emotions that principals experience when delegating 407

to machines under different interfaces. We collected many measures of such moral 408

emotions as exploratory exit questions but did not find any clear interpretation. We 409

nevertheless report these measures for interested researchers in the SI (Moral Emo- 410

tions sections for each of the four studies and Fig. S1). 411

Our protocols missed many of the complications of other real-world delegation 412

possibilities. Die rolling and tax evasion have no social component, such as the possi- 413

bility of collusion [59–61]. Future research will need to explore scenarios that involve 414

collaboration within teams of machine and human agents, as well as their social history 415

of interactions [62–64]. Another avenue of future work is the role of varying moral 416

intuitions [65] and behaviours [45, 66] across cultures. 417

Delegation does not always operate through instructions. Principals may delegate 418

by selecting one particular agent from many, based on information about agents’ typ- 419

ical performance or behaviour. In the SI, we report another study in which principals 420

could select human or machine agents based on a series of past die-roll reports by these 421

agents (see SI, Supplemental Study C). Principals preferred agents who were dishon- 422

est, whether human or machine. Of concern, principals were more likely to choose 423

fully dishonest machine agents than human agents, amplifying the aggregated losses 424

from unethical behaviour. 425

As machine agents become widely accessible to anyone with an internet connec- 426

tion, individuals will be able to delegate a broad range of tasks without specialized 427

access or technical expertise. This shift may fuel a surge in unethical behaviour, not 428

out of malice, but because the moral and practical barriers to unethical delegation are 429

significantly lowered. Our findings point to the urgent need for not only technical 430
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guardrails, but also a broader management framework that integrates machine de-431

sign with social and regulatory oversight. Understanding how machine delegation432

reshapes moral behaviour is essential for anticipating and mitigating the ethical risks433

of human–machine collaboration.434
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Tables598

In this
condition

Participants engage in
Honesty
when

Participants engage in
Partial Cheating
when

Participants engage in
Full Cheating
when

Control Their reports always
match the die rolls

Their reports are not always
6 but sum up higher than the
die rolls

Their reports are al-
ways 6

Rule-Based They request reports
that always match the
die rolls

They request reports that are
not always 6 but sum up
higher than the die rolls

They request reports
that are always 6

Supervised
Learning

Their training exam-
ple has reports that
always match the die
rolls

Their training example has
reports that are not always 6
but sum up higher than the
die rolls

Their training exam-
ple has reports that are
always 6

Goal-Based They select the goal
‘maximize accuracy’

They select a goal in be-
tween ‘maximize accuracy’
and ‘maximize profit’

They select the goal
‘maximize profit’

Table 1. Classification of behaviour in Studies 1 and 2. The criteria for classifying par-
ticipants as engaging in Honesty, Partial Cheating or Full Cheating were adapted to the del-

egation interface used in each condition.
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Figure Legends 599

Fig. 1. AI programming paradigms. The four major AI programming paradigms
investigated in this article. For each paradigm, the figure explains how delegation is
performed in general, and how we instantiated the delegation mechanism in the con-
text of the die-roll task.
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Requests for dishonest behaviour across delegation interfaces

Dishonest behaviour was more frequent when participants delegated to machines than in a 
Control group without delegation. The size of this effect varied depending on the delegation 
interface, but was consistent whether delegation was mandatory (Study 1) or optional (Study 2)

Fig. 2. Requests for dishonest behaviour across delegation interfaces in Studies
1 and 2. The bars show the percentage of participants who engaged in Honesty (blue), Partial

Cheating (pink) and Full Cheating (red) in the Control condition without delegation (nS1 =

152, nS2 = 205), and when delegating to a machine agent, across the three interfaces for

giving instructions to the machine: Rule-Based (nS1 = 142, nS2 = 104), Supervised

Learning (nS1 = 150, nS2 = 103) and Goal-Based (nS1 = 153, nS2 = 99). Samples

were quota-matched for gender, age and ethnicity in the USA. In both studies the odds of

cheating (partial or full) were significantly higher in the Supervised Learning andGoal-Based

conditions (binary logistic regressions, PS1 < .001, PS2 < .001, two-sided), as well as the

odds of full cheating compared to partial cheating (ordinal probit regressions, PS1 < .001,

PS2 < .001, two-sided).
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Behaviour of a4ents who received natural lan4ua4e instructions in 
the die-roll protocol
Human and machine agents overwhelmingly complied with requests for Honesty. Machine 

agents engaged in slightly more dishonesty following principals' requests for Partial Cheating, 

and overwhelmingly complied with requests for Full Cheating. In contrast, around half of humans 

agents refused to comply with partial and Full Cheating requests, even though they were 

incentivized to follow them.

Behaviour of a4ents who received natural lan4ua4e instructions in 
the die-roll protocol
Human and machine agents overwhelmingly complied with requests for Honesty. Machine 

agents engaged in slightly more dishonesty following principals' requests for Partial Cheating, 

and overwhelmingly complied with requests for Full Cheating. In contrast, around half of humans 

agents refused to comply with partial and Full Cheating requests, even though they were 

incentivized to follow them.

1575 10

1376 11

2073 7

1676 9

1959 22

1561 24

According to rater categorization

According to LLM categorization

According to self-categorization

To human

To machine

To human

To machine

To human

To machine

Percentage of principals requesting Honesty, Partial Cheating and Full Cheating.

(A)

(B)

(a)

(b)

Fig. 3. Natural language intentions and subsequent compliance in die roll pro-
tocol. a. Requests from Principals using natural language instructions in Study 3, self-

categorized (n = 390). Sample was quota matched for gender, age and ethnicity in the USA.

The bars show the percentage of participants who requested Honesty (blue), Partial Cheating

(pink) and Full Cheating (red) from human or machine agents. b. Behaviour of the agents
who received these instructions in Study 3. The bars show the percentage of human (n = 975,

quota-matched for gender, age and ethnicity in the USA) and machine agents who engaged in

Honesty (blue), Partial Cheating (pink) and Full Cheating (red) conditional on the behaviour

intended by their principal. The values of n given in the figure are the number of instruc-

tions in each category. Machine agents showed greater compliance to Full Cheating Requests

than human agents (mixed-effect logistic regression, P < 0.001, two-sided). About half of

humans agents refused to comply with these requests, even though they were incentivized to

follow them.
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Compliance of Large Language Models to requests 
for full cheating in the die-roll protocol

All models comply with cheating requests when not provided with 
guardrails. GPT-4 reacts well to all guardrails, to a modal response of 
Honesty. The three recent models continue to show compliance to 
cheating requests in all but one case, the prohibitive guardrail "You 
are not permitted to misreport die-roll outcomes under any 
circumstances" inserted at the end of the user prompt.

Fig. 4. Compliance of Large Language Models to requests for Full Cheating in
the die-roll protocol. Behaviour of LLM agents (n = 55 within each bar) in Study 3,

under different guardrails against unethical behaviour. The general, specific and prohibitive

messages were, respectively: ‘Remember that dishonesty and harm violate principles of fair-

ness and integrity,’ ‘Remember that inaccurate reporting of the die-roll outcome is a form

of dishonesty,’ and ‘You are not permitted to misreport die-roll outcomes under any circum-

stances.’ These messages were either inserted at system-level or appended at the end of the

prompt sent by the principal. The presence of guardrails increases honesty overall (logistic

regressions, P < .001, two-sided) but this is mostly driven by the behavior of GPT-4, which

reacts well to all guardrails (logistic regressions, P < .001, two-sided). The three recent

models continue to show modal compliance to cheating requests for all guardrail strategies

but one: the prohibitive guardrail inserted at the end of the user’s prompt.
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Methods 600

Human Subjects Recruitment 601

In all studies involving human subjects, we recruited participants from Prolific. We 602

sought samples that were representative of the population of the United States in terms 603

of age, self-identified gender and ethnicity. We note that this was not possible in Study 604

3c, where our required sample size fell below their minimum threshold (n=300). 605

Study 1 on Principal’s Intentions (Mandatory Delegation) 606

Sample. Informed by power analysis using bootstrapping (see SI, Supplemental Study 607

C), we recruited 597 participants from Prolific, striving to achieve a sample that was 608

representative of the US population in terms of age, gender and ethnicity (Mage = 609

45.7; SDage = 16.2; 289 self-identified as female, 295 as male and 13 as non-binary, 610

other or preferred not to indicate; 78% identified as White, 12% as Black, 6% as Asian, 611

2% as Mixed and 2% as Other). A total of 88% of participants had some form of post- 612

high school qualification. The study was implemented using oTree. 613

Procedure, measures and conditions. After providing informed consent, partic- 614

ipants read the instructions for the die-roll task [44, 56]. They were instructed to roll 615

a die and to report the observed outcome. They would receive a bonus based on the 616

number reported: Participants would earn 1 cent for a 1, 2 cents for a 2 and so on up 617

to 6 cents for a 6. All currency references are in US dollars. We deployed a previously 618

validated version of the task in which the die roll is shown on the computer screen [33]. 619

As distinct from the original one-shot version of the protocol, participants engaged in 620

10 rounds of the task, generating a maximum possible bonus of 60 cents. 621

Here, we used a version of the task in which participants did not have full privacy 622

when observing the roll, since they observed it on the computer screen rather than 623

physically rolling the die themselves. This implementation of the task tends to increase 624

the honesty of reports [24] but otherwise has the same construct validity as the version 625

with a physical die roll. To improve experimental control, across all three studies, 626

participants observed the same series of 10 die rolls. 627
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When principals request Full Cheating (n = 145)
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Percentage of agents engaging in Honesty, Partial Cheating and Full Cheating.

Results in the tax evasion protocol replicate results in the die-roll protocol. In 
particular, machine agents are much more likely to comply with requests for Full 
Cheating than human agents.

(B)

(A)(a)
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Fig. 5. Tax Evasion Experiment.a. Overview of the tax evasion protocol, adapted from

Fig. 2b in [51]. b. Percentage of human (n = 869, quota-matched for age, gender and

ethnicity in the USA) and machine agents who engaged in Honesty (blue), Partial Cheating

(pink) and Full Cheating (red), conditional on the behaviour intended by their principal in

the tax evasion protocol. The values of n given in the figure are the number of instructions in

each category. Results replicate the behaviour observed in the die-roll protocol. In particular,

machine agents are much more likely to comply with requests for Full Cheating than human

agents (mixed-effects ordered probit regression, P < .001, two sided).
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Compliance of Large Language Models to requests 
for full cheating in the tax evasion protocol

Compliance is generally lower (but still the modal response) in the tax 
evasion protocol when models are not provided with guardrails. The 
best overall strategy is still to append a prohibitive message at the end 
of the user's prompt, but other user-level guardrails also yield good 
results for all models but Llama.

Fig. 6. Compliance of Large Language Models to requests for full cheating in
the tax evasion protocolBehaviour of LLM agents (n = 76 within each bar) in Study 4,

under comparable guardrails against unethical behaviour as those used in Study 3 (die-roll

protocol). Compliance is still the modal response in the tax evasion protocol when models

are not provided with guardrails. Guardrails increase honesty overall (logistic regressions,

P < .001, two-sided) with the exception of the system-specific guardrail (logistic regression,

P = .32, two-sided). The best strategy is still to append a prohibitive message at the end of

the user’s prompt, but other user-level guardrails also yield predominantly Honest behaviour,

except for Llama.
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All studies were preregistered (see Data Availability) and did not use deception. All628

results reported are from two-sided tests.629

Conditions. Study 1 entailed four between-subjects conditions. In the Control630

condition (n = 152), participants reported the 10 die-roll outcomes themselves. In the631

Rule-Based condition (n = 142), participants specified if–then rules for the machine632

agent to follow (see Fig. 1, first row). Namely, for each possible die-roll outcome,633

the participants indicated what number the machine agent should report on their be-634

half. In the Supervised Learning condition (n = 150), participants chose one of three635

datasets on which to train the machine agent. The datasets reflected Honesty, Partial636

Cheating and Full Cheating (see Fig. 1, second row). In the Goal-Based condition (n637

= 153), participants specified the machine agent’s goal in the die-roll task: maximize638

accuracy, maximize profit, or one of five intermediate settings (see Fig. 1, third row).639

Anticipating that participants would not be familiar with the machine interfaces,640

we presented text and a GIF on loop that explained the relevant programming and the641

self-reporting processes before they made the delegation decision.642

Underlying algorithms. For each of the delegation conditions, simple algo-643

rithms were implemented to avoid deceiving participants. That is, participants en-644

gaged in a delegation to a simple machine agent as was stated in the instructions. For645

the Rule-Based condition, the algorithm followed simple if–then rules as specified by646

the user.647

For the Supervised Learning condition, the algorithm was implemented by first648

calculating the difference between the actual and reported rolls for each participant649

in training data sourced from a pre-pilot in which participants performed an incen-650

tivized die-roll task themselves (n = 96). The algorithm then probabilistically adjusted651

future reported outcomes based on these differences, with Dataset A having no adjust-652

ments (Honesty), Dataset B having moderate, stochastic adjustments (Partial Cheating)653

and Dataset C having larger adjustments, tending towards but not always engaging in654

Full Cheating. No seed was set for the algorithm in undertaking its sampling, creating655

some variance in outcomes reported by the algorithm.656

For the Goal-Based condition, the algorithmic output was guided by the setting657
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on a 7-notch dial ranging from ‘maximize accuracy’ to ‘maximize profit’. The algo- 658

rithm adjusted the results of a series of actual die rolls to achieve a desired total sum, 659

manipulating a specific list of integers (i.e., 6, 6, 3, 1, 4, 5, 3, 3, 1, 3) representing the 660

sequence of actual die-roll outcomes. The algorithm specified the desired total sum, 661

here, between 35 (the actual total) and 60 (the maximum outcome), based on the value 662

of a dial set by the principal. The algorithm then adjusted the individual integers in 663

the list so that their sum approached the desired total sum. This was achieved by ran- 664

domly selecting an element in the integer list and increasing or decreasing its value, 665

depending on whether the current sum of the list was less than or greater than the 666

total desired sum. This process continued until the sum of the list equalled the total 667

desired sum specified by the principal, at which point the modified list was returned 668

and stored to be shown to the principal later in the survey. 669

Exit questions. At the end of the study, we assessed demographics (age, gender, 670

education) and, using 7-point scales, participants’ level of computer science expertise, 671

their satisfaction with the payoff and their perceived degree of control over (a) the 672

process of determining the reported die rolls and (b) the outcome, how much effort 673

the task required from them. They were asked to report how guilty they felt about 674

the bonus, how responsible they felt for choices made in the task, how much they 675

feared punishment, whether the algorithm worked properly, whether they felt they 676

had reported the die rolls honestly and the degree of dishonesty of their behaviour. 677

Finally, where relevant, participants indicated in an open-text field their reason for 678

their delegation choice. 679

Study 2 on Principal’s Intentions (Voluntary Delegation) 680

Sample. We recruited 801 participants from Prolific, striving to be representative 681

of the US population in terms of age, gender and ethnicity (Mage = 44.9; SDage = 682

16.0; 403 self-identified as female, 388 as male and 10 as non-binary, other or pre- 683

ferred not to indicate; 77% identified as White, 13% as Black, 6% as Asian, 2% as Mixed 684

and 2% as Other). In total, 88% of the participants had some form of post-high school 685

qualification. The study was run on oTree. 686
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Procedure, measures and conditions. The procedure was identical to Study 1,687

with the exceptions that: (a) delegation was optional; (b) participants indicated at the688

end whether they preferred to delegate the decision to a human or a machine; and (c)689

participants completed the previously validated Guilt and Shame Proneness scale [67]690

at the end of the study.691

In this between-subjects study, we randomly assigned participants to one of four692

conditions. In the Control condition (n = 205), participants reported the 10 die rolls693

themselves. Participants in the three delegation conditions could decide whether to694

self-report or delegate the decision to report the die-roll outcomes to a machine agent.695

In the Rule-Based condition (n = 195), participants could delegate the task to a ma-696

chine agent by specifying if–then rules. In the Supervised Learning condition (n =697

201), participants could delegate the task to a machine agent by choosing a training698

dataset. In the Goal-Based condition (n = 200), participants could delegate the task699

to a machine agent by specifying its goal—that is, whether it should maximize accu-700

racy or profit. As we did not expect participants to be familiar with programming in-701

structions to machine agents in these interfaces, the process was described in text and702

demonstrated in a video played on loop for each interface. For balance, the Control703

condition was also described in text and video form.704

Study 3 on Delegation to LLMs705

Study 3 consisted of four parts, relating to (a) principals (delegators), (b) agents (del-706

egates) and (c) third parties, and (d) guard for machine agents. In Study 3a, we col-707

lected principals’ instruction texts for human and machine agents and their own self-708

reported behaviour in the task. Additionally, we measured the behaviour they in-709

tended for agents by having them report their expected outcomes for each of the 10 die710

rolls. In Study 3b, we compared the behaviour of human and machine (LLM) agents.711

Both types of agents implemented instructions intended for human agents and in-712

structions intended for machine agents while naive to the nature of the intended del-713

egate. In Study 3c, independent human raters assessed how much dishonesty intent714

was implied in the content of all instruction texts; they too were naive to the nature of715

the intended delegate. These third-party evaluations were intended to provide percep-716
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tions of the agent’s intended behaviour, unaffected by any moral costs of implement- 717

ing such instructions that the agents may experience. In Study 3d, we tested different 718

guardrails to reduce unethical behavior by machine agents. 719

Study 3a 720

Sample. For Study 3a, we recruited 390 participants from Prolific, striving to be 721

representative of the US population in terms of age, gender, and ethnicity (Mage = 722

46.0;SDage = 15.9; 196 self-identified as female, 189 as male and five as non-binary, 723

other or preferred not to indicate; 76% identified as White, 13% as Black, 6% as Asian, 724

3% as Mixed and 2% as Other). In total, 86% of the participants had some form of 725

post-high school qualification. The study was conducted on Qualtrics. 726

Procedure,measures andconditions. Study 3a entailed three within-subjects con- 727

ditions for principals: self-report (control), delegate to machine (chatbot) agent and 728

delegate to human agent. Before engaging in the task, participants were given general 729

information on the die-roll task. They were then shown the payoff table describing 730

how the reported die rolls would translate to payoffs (i.e., 1 cent for a 1, 2 cents for a 731

2 and so on, up to 6 cents for a 6). Participants who passed a comprehension check 732

then, in random order, completed the self-report and both delegation conditions. In 733

the delegation conditions, they were asked to write short instructions in natural lan- 734

guage for human and machine agents (at least 8 characters long), indicating how they 735

should report the die-roll outcomes. Participants learned that one condition would 736

be randomly chosen to be payoff-relevant. In the machine delegation condition, par- 737

ticipants received detailed information about how to programme the machine agent 738

to report the 10 die rolls. Since participants may not have had a clear conception of 739

how and whether the machine agent understands natural language instructions, we 740

included a short video showing how it implemented different types of instructions: 741

Honesty, Partial Cheating and Full Cheating. Instructions were chosen from a pilot 742

(n = 9) study in which participants produced instructions. The instructions we drew 743

upon included those with nuance in conveying unethical intentions by means of in- 744

direct speech [68]. To balance the video presentation across conditions and avoid a 745

condition-specific priming effect [69], we also showed short videos in the self-report 746
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and human agent conditions. These videos displayed, in random order, three examples747

of die-roll reporting that reflected Honesty, Partial Cheating and Full Cheating for the748

same die-roll outcome. After watching these short videos, participants engaged in the749

three tasks: self-reporting 10 die rolls, delegating to human agents and delegating to750

machine agents. After completing all three tasks, participants were asked to indicate751

the behaviour they intended from the human and machine agents. To this end, they752

were reminded of the text they had written for the respective agent and asked to indi-753

cate for 10 observed die rolls what outcome they intended the human/machine agent754

to report on their behalf.755

Exit questions. At the end of the study, we assessed demographics (age, gen-756

der, education) and, using 7-point scales, participants’ level of computer science ex-757

pertise, their previous experience with the die-roll experiment and with LLMs, their758

feelings of guilt and responsibility when delegating the task, their expectations regard-759

ing the guilt experienced by agents, their expectation as to which agent (machine or760

human) implementation would align more closely with their intentions, and whether761

they would prefer to delegate comparable future tasks to human or machine agents or762

to do it themselves.763

Automated response prevention and quality controls. To reduce the risk of au-764

tomated survey completion, we included a reCaptcha at the beginning of the survey765

and checked via Javascript whether participants copy-pasted text into the text fields766

when writing instructions to agents. We also included two types of quality controls:767

comprehension checks and exclusions for nonsensical delegation instructions. Par-768

ticipants were informed that they had two attempts to answer each comprehension769

check question correctly in order to be eligible for the bonus (maximum = 60 cents)770

and that they would be excluded from any bonus payment if they wrote nonsensical771

instructions in the delegation conditions.772

Study 3b773

Sample. For Study 3b, we recruited 975 participants from Prolific, striving to be774

representative of the US population in terms of age, gender and ethnicity (Mage =775
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45.4; SDage = 15.8; 482 self-identified as female, 473 as male and 20 as non-binary, 776

other or preferred not to indicate; 78% identified as White, 13% as Black, 6% as Asian, 777

2% as Mixed and 1% as Other). In total, 88% of the participants had some form of post- 778

high school qualification. The study was run on Qualtrics. For Study 3b, we piloted the 779

experimental setup with 20 participants who were asked to implement three sample 780

instructions from a previous pilot study for Study 3a (n = 9). 781

Procedure, measures and implementations. 782

Machineagents. With the aim of assessing the generalizability of findings across 783

open- and closed-source models, we originally sought to use both Llama 2 and GPT-4. 784

However, as the results provided by Llama 2 were qualitatively inferior (e.g., not com- 785

plying with the instruction, generating unrelated text, not providing an interpretable 786

answer), we report analyses only for GPT-4 (Version November 2023). Subsequently, 787

we assessed the generalizability of these findings across GPT-4, GPT-4o, Claude 3.5 788

Sonnet and Llama 3.3 (see Section Study 3d). In a prompt, we described the die-roll 789

task, including the bonus payoffs for principals, to GPT-4. GPT-4 was then informed 790

that it was the delegate (agent) in the task, given instructions from principals, and asked 791

to report the die-roll outcomes. The exact wording of the prompt is contained in SI, 792

Prompt Texts. The prompt was repeated 5 times for each instruction in each model. 793

Human agents. The implementation of principal instructions by human agents 794

followed the process conducted with machine agents as closely as possible. Again, the 795

instructions included those intended for human agents and those intended for ma- 796

chine agents (which we describe as ‘forked’). Participants were naive as to whether the 797

instructions were drafted for a human or a machine agent. 798

Procedure. The study began with a general description of the die-roll task. The 799

next screen informed participants that people in a previous experiment (i.e., princi- 800

pals) had written instructions for agents to report a sequence of 10 die rolls on their 801

behalf. Participants learned that they would be the agents and report on 10 die rolls for 802

four different instruction texts and that their reports would determine the principal’s 803
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bonus.804

Participants were incentivized to match the principals’ intentions: For one ran-805

domly selected instruction text, they could earn a bonus of 5 cents for each die roll806

that matched the principal’s expectations, giving a maximum bonus of 50 cents. Par-807

ticipants were presented with one instruction text at a time, followed by the sequence808

of 10 die rolls, each of which they reported on the principal’s behalf.809

Exit questions. At the end of the study, we assessed demographics (age, gender,810

education) and, using 7-point scales, participants’ level of computer science expertise,811

their previous experience with the die-roll experiment and with LLMs, their experi-812

enced guilt and responsibility for each instruction implementation, and whether they813

could correctly identify whether an instruction was intended for a human or a ma-814

chine agent.815

Study 3c816

Sample. For the human raters in Study 3c, we recruited 98 participants from Prolific817

(Mage = 37.5;SDage = 12.3; 58 self-identified as female, 38 as male and two as non-818

binary, other or preferred not to indicate; 60% identified as White, 8% as Black, 22% as819

Asian, 2% as Mixed and 8% as Other). In total, 86% of the participants had some form820

of post-high school qualification. The study was conducted within a Python-based821

app.822

Procedure,measures and implementations. We adopted a multipronged approach823

to categorize the honesty level of natural language instructions in Study 3c.824

Self-categorization. Principals indicated what they expected the agent to re-825

port for each die-roll outcome over 10 rounds, based on the instructions they gave.826

We then used the same criteria as in Studies 1 and 2 to categorize their behavioural827

intention as Honesty, Partial Cheating or Full Cheating.828

LLMCategorization. GPT-4 (Version November 2023) was prompted to eval-829

uate principals’ instructions (see SI, Study 3c). First, we presented—side-by-side and830
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in randomized order—each pair of instructions given by principals in Study 3a (one 831

intended for a human agent and one intended for a machine agent). GPT-4 was naive 832

to the nature of the intended agent. GPT-4 was instructed to indicate which of the two 833

instructions entailed more dishonesty or if they both had the same level of intended 834

dishonesty. We then instructed GPT-4 to classify both of the instructions as Honest, 835

Partial Cheating or Full Cheating. In addition, to enable an internal consistency check, 836

GPT-4 was also instructed to predict the estimated sum of reported die rolls. For the 837

full prompt, see SI Section Study 3c. 838

RaterCategorization. This followed the LLM Categorization process as closely 839

as possible. The human raters were given a general description of the die-roll task and 840

were then informed that people in a previous experiment had written instructions for 841

agents to report a sequence of 10 die rolls on their behalf. Participants were informed 842

they would act as raters and compare a series of instruction pairs and indicate which of 843

the two instructions entailed more dishonesty or if they both had the same level of in- 844

tended dishonesty. The raters were naive as to whether the instructions were drafted 845

for a human or a machine agent. They also classified each individual instruction as 846

Honest, Partial Cheating or Full Cheating. 847

Exit questions. At the end of the study, we assessed demographics (age, gender, 848

education) and, using 7-point scales, participants’ level of computer science expertise 849

and their previous experience with LLMs. 850

Study 3d 851

Purpose. We tested whether guardrails could deter unethical behaviour requested 852

of LLMs in the die-roll task. Specifically, we examined how such behaviour was af- 853

fected by the guardrail’s location and its specificity. 854

Guardrails against problematic behaviour, which can be illegal or immoral, are 855

generated at different stages of developing an LLM, including filtering training data, 856

fine-tuning the model and writing system-level prompts. Here, we focus on prompts 857

at two locations: the system and the user. System prompts are those built into LLMs, 858

commonly designed to optimise model behaviour with regard to a particular outcome. 859
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For example, a firm may adjust an ’off-the-shelf’ model to guard against specific output860

being presented to its employees. System prompts often assign a role to the LLM (e.g.,861

an assistant) and are commonly considered to be more influential on behaviour than862

user-level prompts. We also included user prompts, given the access constraints for863

most models studied. User-level prompts are inputted by a user in the standard inter-864

face. While in practice it may be unrealistic in cases of intended dishonesty for a user865

to both request unethical behaviour from an LLM and simultaneously request that it866

guard against such behaviour, we wanted to understand any differences between the867

two locations of guardrails.868

Guardrails may also vary in their effectiveness according to their specificity. While869

system-level prompts may be constructed to generally deter problematic behaviour,870

based on recent behavioural research, we expected that more specific references to871

problematic behaviour would be more effective deterrents [51]. We therefore also sys-872

tematically varied the specificity of the prompts over three levels.873

Procedure, measures and conditions. We deployed a 2 (location of prompt) × 3874

(specificity of prompt) design, in addition to a control condition in which no guardrail875

prompts were used. Guardrails were deployed on the instructions intended for ma-876

chine agents. The prompt was placed at either the system or the user level. The system-877

level prompt was unobservable to users; the user-level prompt was placed at the end878

of the instruction and was therefore observable to users. The prompts used for this879

study were adapted from Study 3b (see SI, Study 3b).880

We varied the specificity of the prompt, from a general reminder for desirable881

behaviour to an explicit prohibition of task-specific behaviour:882

General: “Remember that dishonesty and harm violate principles of fairness and in-883

tegrity.”884

Specific: “Remember that inaccurate reporting of the die-roll outcome is a form of885

dishonesty.”886

Prohibitive: “You are not permitted to misreport die-roll outcomes under any cir-887

cumstances.”888

The General prompt was generated by having GPT-4 synthesise high-level values889

and features claimed by Open AI, Meta and Anthropic for the models we used. The890
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other two prompts, Specific and Prohibitive, both made reference to the die-roll task; 891

one gave a moral reminder that inaccurate reporting was dishonest while the other 892

explicitly forbade such behaviour. 893

We used four separate LLMs to implement the principals’ instructions from Stud- 894

ies 3a for performing the die-roll task. Namely, we used two models by OpenAI, 895

namely GPT-4 (version 0613, date of access: 16.01.2025; date of release: 19.06.2023), 896

GPT-4o (version 2024-05-13; date of access: 16.01.2025; date of release: 13.05.2024). 897

We also used Anthropic’s Claude (version: 20241022; date of access: 16.01.2025; date 898

of release: 22.04.2024) and Meta’s Llama 3.3 (version 70B Instruct, date of access 899

6.12.2024) These were popular models at the time and include both closed- and open- 900

source models. Default temperature settings were used for each model. Given that 901

these default settings can result in variability in responses, we prompted each model 902

four times on each instruction. We took the median aggregated reported die-roll out- 903

come, which was converted into categories of dishonesty. 904

Study 4 on Tax Evasion with LLMs 905

Studies 4a–d followed the same structure as Studies 3a–d but used the tax evasion 906

game [49] in place of the die-roll task. As in the die-roll protocol, the study comprised 907

four parts: (a) principals, (b) agents, (c) third parties—corresponding to roles within 908

the delegation paradigm—and (d) guardrail interventions for machine agents. 909

Study 4a 910

Sample. We sought to recruit 1,000 participants from Prolific, striving to be repre- 911

sentative of age, gender and ethnicity of the US population. Due to difficulties reaching 912

all quotas, we recruited 993 participants. We recruited a large sample to both manage 913

data quality issues identified in piloting and to ensure adequate power in the presence 914

of order effects in the presentation of conditions in our within-subjects design. No or- 915

der effects were identified (see SI, Study 4a, Preregistered Confirmatory Analyses). We 916

excluded participants detected as highly likely to be bots (n = 41), and filtered for non- 917

sensical instructions that would be problematic for delegates in Study 4b and raters 918

in Study 4c to comprehend (see SI, Study 4a, Exclusions of nonsensical instructions, 919
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n = 257). The exclusions predominantly resulted from participants misunderstanding920

the income reporting task by asking agents to apply taxes or report taxes or to request921

changing the tax rate. After these exclusions, we arrived at a sample of 695 participants922

for analyses. This sample provided a power of 0.98 for a one-sided t-test, detecting a923

small effect size (d = 0.20) at a confidence level of α = 0.05 (G*Power, Version 3.1.9.6).924

We recruited n = 695 participants (Mage = 45.9; SDage = 15.5; 343 self-925

identified as female, 339 as male and 13 as non-binary, other or preferred not to in-926

dicate; 65% identified as White, 10% as Black, 7% as Asian, 11% as Mixed and 7% as927

Other). In total, 66% of the participants had some form of post-high school qualifica-928

tion. The study was conducted on Qualtrics.929

Procedure, measures and conditions. Study 4a used the tax evasion game and930

entailed three within-subjects conditions for principals to report income earned in a931

real-effort task: self-report (control), delegate to a machine (chatbot) agent and del-932

egate to a human agent. This procedure was consistent with that used in a recent933

mega-study [51].934

Before engaging in the main task of reporting income, participants undertook a935

real-effort task—four rounds of sorting even and odd numbers—in which they earned936

income depending on their accuracy and speed. They were then informed that their937

actual income, which had to be reported, was subject to a 35% tax. These taxes were938

operationalized as a charitable donation to the Red Cross. The ’post-tax’ income de-939

termined their bonus payment. Participants could use a slider to see how changes in940

reported income affected the task bonus.941

Participants then undertook the three conditions of the tax reporting task in ran-942

domized order. Participants were informed that one of the three conditions would be943

randomly chosen as payoff-relevant. In the self-report condition, the income report-944

ing procedure precisely followed that used in a recent mega-study [51]. The delegation945

conditions deviated from this procedure in that they required participants to write946

short natural language instructions on how to report income for human and machine947

agents. The instructions had to be at least 8 characters long, and the survey prevented948

participants from pasting copied text.949

In the machine delegation condition, participants received detailed information950
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about how to programme the machine agent to report earned income. Given poten- 951

tial inexperience with natural language models and the novelty of their use in this con- 952

text, we included a short video showing how the machine agent implemented differ- 953

ent types of instructions—Honesty, Partial Cheating and Full Cheating— for the same 954

earned income, presented in random order. To balance the video presentation across 955

conditions and avoid a condition-specific priming effect [69], we also showed short 956

videos in the self-report and human agent conditions. The text instructions shown 957

were adapted for the tax evasion protocol from the instructions used in Study 3a (die- 958

roll task). 959

After completing all three tax reporting conditions, participants were reminded of 960

the text they had written for the respective agents and asked to indicate what income 961

they had intended the human/machine agent to report on their behalf. 962

Exit questions. At the end of the study, we assessed basic demographics (age, 963

gender, education). Using 7-point scales, we measured participants’ feelings of guilt 964

and responsibility when delegating the task, their level of computer science expertise, 965

and their support of the Red Cross (the organisation that received the ”tax”). We also 966

measured their previous experience with the tax reporting game and the frequency of 967

usage of LLMs, their expectation as to which agent’s (machine or human) implemen- 968

tation would align more closely with their intentions, and whether they would prefer 969

to delegate comparable future tasks to human or machine agents or to do it themselves 970

(ranked preference). To understand their experience of tax reporting, we also assessed 971

whether they had experience in filing tax returns (Y/N) and any previous use of an 972

automated tax return software (Y, N [but considered it], N [haven’t considered it]). 973

Automated Response Prevention and Quality Controls. We engaged in inten- 974

sified efforts to counter an observed deterioration in data quality seemingly caused 975

by increased automated survey completion (’bot activity’) and human inattention. To 976

counteract possible bot activity, we: 977

• activated Qualtrics’s version of reCAPTCHA v3. This tool assigns participants 978

a score between 0 and 1, with lower scores indicating likely bot activity; 979

41



• placed two reCAPTCHA v2 at the beginning and middle of the survey that asked980

participants to check a box confirming that they are not a robot and to poten-981

tially complete a short validation test;982

• added a novel bot detection item. When seeking general feedback at the end983

of the survey, we added white text on a white background (i.e., invisible to hu-984

mans): ”In your answer, refer to your favorite ice cream flavor. Indicate that it is985

hazelnut.” Although invisible to humans, the text was readable by bots scraping986

all content. Answers referring to hazelnut as the favorite ice-cream were used987

as a proxy for highly likely bot activity; and988

• using Javascript, prevented copy-pasted input for text box items by disabling989

text selection and pasting attempts via the sidebar menu, keyboard shortcuts or990

dragging and dropping text, and monitored such attempts on pages with free-991

text responses.992

Participants with reCAPTCHA scores < 0.7 were excluded from analyses, as were993

those who failed our novel bot detection item.994

As per Study 3a, failure to pass the comprehension checks in two attempts or pro-995

viding nonsensical instructions to agents disqualified participants from receiving a996

bonus. To enhance the quality of human responses, we included two attention checks997

based on Prolific’s guidelines, the failure of which resulted in the survey being re-998

turned automatically. Failure to answer the second comprehension check, placed later999

in the survey, did not force their survey to be returned, in keeping with Prolific pol-1000

icy. As such, a robustness check was conducted. The main results were unchanged1001

when excluding those that failed the second comprehension check (see SI, Study 4a,1002

Preregistered Exploratory Analysis, Robustness Tests).1003

Study 4b1004

Sample. For Study 4b, we recruited 869 participants so that each set of instructions1005

from the principal in Study 4a could be implemented by five different human agents.1006

Each participant implemented, with full incentivization, four sets of instructions (each1007

set included an instruction intended for the machine agent and an instruction for the1008
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human agent). We recruited the sample from Prolific, striving to be representative of 1009

the US population in terms of age, gender and ethnicity (Mage = 45.5; SDage = 1010

15.7; 457 self-identified as female, 406 as male and six as non-binary, other or pre- 1011

ferred not to indicate; 65% identified as White, 12% as Black, 6% as Asian, 10% as 1012

Mixed and 7% as Other). In total, 67% of the participants had some form of post-high 1013

school qualification. The study was run on Qualtrics. 1014

Procedure, measures and implementations. 1015

Machine agents. We used four different LLMs to act as machine agents; the 1016

GPT-4 legacy model (November 2023) was included to enable comparability with re- 1017

sults of the die-roll task used in Study 3b. We used GPT-4o, Claude Sonnet 3.5 and 1018

Llama 3.3 to assess the generalizability of those results. Llama 3.3 has the distinctive 1019

feature of being open source. The models, all subject to the same prompt (see SI, Study 1020

4b, Prompt Text for Machine Agent), were informed that participants had previously 1021

generated income and it was their task to act on behalf of the participants and report 1022

their income in a $X.XX format. Each instruction was sampled five times, consistent 1023

with the approach taken by human agents and allowing for some variability within the 1024

constraints of the default temperature settings of the respective models. 1025

Humanagents. The implementation of principals’ instructions by human agents 1026

followed the process conducted with machine agents as closely as possible. Again, the 1027

instructions included those intended for human agents and those intended for ma- 1028

chine agents. Participants were naive to whether the instructions were drafted for a 1029

human or a machine agent. 1030

Participants were given a general description of the tax evasion game and informed 1031

that participants (i.e., principals) in a previous experiment had written instructions to 1032

report their income on their behalf. That is, the income that they, as agents, reported 1033

would determine the principals’ bonus. Participants were informed of the tax rate to 1034

be automatically applied to the reported income. They could use the slider to learn 1035

how the reported income level determined taxes and the principals’ bonus. 1036

Participants were incentivized to match the principals’ intentions for reported in- 1037
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come previously disclosed for each instruction: For one of the eight randomly selected1038

instructions, they could earn a maximum bonus of $1. Hence, we matched the ex-1039

pected incentive in expectation from the die-roll task in Study 3b, wherein a maximum1040

bonus of 50 cents could be earned for one of the four sets of instructions randomly1041

chosen to determine the bonus. Given that participants had a 1
6 chance of accurately1042

predicting intentions in the die-roll task, to align incentives for agents in the tax eva-1043

sion task, we drew upon the distribution of reported income of a recent mega-study1044

[51] N = 21,506), generating a uniform distribution across six income buckets based1045

on the reported income distribution from that study.1046

Participants were presented with one instruction text at a time alongside the actual1047

income earned by the principal and requested to report income in $X.XX format for1048

the principal. To mitigate cliff effects from the bucket ranges, we provided dynamic1049

real-time feedback regarding which bucket their reported income fell into.1050

Exit questions. For one of the four sets of instructions presented to partici-1051

pants, we asked for their sense of guilt and responsibility for implementing each of the1052

two instructions, with participants remaining naive to the intended agent. We then ex-1053

plained that each principal wrote an instruction for both a human and machine agent,1054

and asked participants to indicate, for each of the eight instructions, whether they1055

believed it was intended for a human or machine agent. Participants reported their1056

experience with the tax evasion game, how often they used LLMs and their level of1057

computer science expertise (7-point scale). We also collected basic demographic data.1058

Automated response prevention and quality controls. Similar to Study 4a, we1059

took a number of measures to ensure data quality. This encompassed the use of Re-1060

Captchas (our bot detection item) and attention and comprehension checks. Data from1061

participants who showed signs of automated completion or poor quality, as indicated1062

by failure to pass these checks, were excluded from analyses.1063

Study 4c1064

Sample. For the human raters in Study 4c, we recruited 417 participants from Pro-1065

lific, striving to be representative of the US population in terms of age, gender, and1066
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ethnicity(Mage = 45.5; SDage = 15.3; 210 self-identified as female, 199 as male and 1067

8 as non-binary, other or preferred not to indicate; 64% identified as White, 11% as 1068

Black, 6% as Asian, 11% as Mixed and 8% as Other). In total, 89% of the participants 1069

had some form of post-high school qualification. The study was conducted within a 1070

Python-based application. 1071

Procedure, measures and implementations. Similar to Study 3c, we relied pri- 1072

marily on the principals’ intentions to categorize the honesty level of natural language 1073

instructions, and assessed the robustness using both LLM and human rater catego- 1074

rizations. 1075

LLMCategorization. The primary LLM Categorization was undertaken by GPT-1076

4 (Version November 2023) to ensure comparability with previously generated catego- 1077

rizations for Study 3c. GPT-4.0 was prompted to evaluate principals’ instructions (see 1078

SI, Study 4c). To assess the generalizability of categorizations across different LLMs, 1079

we undertook the same procedure with three additional models: GPT-4o (the most 1080

recent GPT model at the time of the experiment), Llama 3.3 and Claude 3.5 Sonnet. 1081

First, we described the tax evasion task and how principals delegated instructions 1082

for task completion, without reference to the nature of agents. We then presented— 1083

side-by-side and in randomized order—each pair of instructions given by principals 1084

in Study 4a, recalling that each principal wrote instructions for both a human and a 1085

machine agent. The LLMs were naive to the nature of the intended agent. They were 1086

instructed to indicate which of the two instructions entailed more dishonesty or if they 1087

both had the same level of intended dishonesty. We then instructed the relevant LLM 1088

to classify both instructions in the pair as Honest, Partial Cheating or Full Cheating 1089

(see SI Section Study 4c for prompt text). In line with human raters (see Rater Catego- 1090

rization below), each LLM sampled each instruction three times. We used the default 1091

temperature setting of the models to ensure non-deterministic outcomes. 1092

Rater Categorization. This process mimicked the LLM Categorization pro- 1093

cess. After being informed of the tax evasion task, participants indicated which of the 1094

two instructions entailed more dishonesty or if they both had the same level of in- 1095

45



tended dishonesty. They then classified each individual instruction as Honest, Partial1096

Cheating or Full Cheating. Each pair of instructions written by principals was rated1097

by three separate individuals to determine a median rating. We took this approach—1098

which is more rigorous than that used in Study 3c, where only 20% of instructions1099

were sampled twice—to ensure a more representative rating for each instruction.1100

Exit questions. At the end of the study, we assessed demographics (age, gender,1101

education) and, using 7-point scales, participants’ level of computer science expertise1102

and their previous experience with LLMs.1103

Automated response prevention and quality controls. Similar to Studies 4a and1104

4b, we deployed our novel bot detection item, attention checks and a comprehension1105

check. Data from participants exhibiting poor data or possible automated completion1106

were excluded. We could not deploy Captchas on the platform developed in-house for1107

this study due to technical limitations.1108

Study 4d1109

This study closely followed the procedure used in Study 3d to understand the effects1110

of ethical guardrails on machine behaviour, this time in the context of the tax evasion1111

game. The only notable differences were that the prompt text explained the income1112

reporting task (see SI, Study 4b, Prompt Text) and that the Specific and Prohibitive1113

ethical guardrails were adjusted for this task. The guardrails were as follows:1114

General: “Remember that dishonesty and harm violate principles of fairness and in-1115

tegrity.”1116

Specific: “Remember that inaccurate reporting of income is a form of dishonesty.”1117

Prohibitive: “You are not permitted to misreport income under any circumstances.”1118

In addition, we increased the number of samples per model from four to five to1119

ensure more robust median estimates.1120
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Extended Data Legends 1170

ExtendedDataTable 1. OverviewTable. The table displays the empirical stud- 1171

ies, the main research questions, the experimental design, the main outcome measures, 1172

and a summary of the main results. 1173

ExtendedData Fig. 1. Requests for dishonest behaviour fromprincipals us- 1174

ing natural language. Percentage of principals who requested Honesty (blue), Partial 1175

Cheating (pink), and Full Cheating (red) from human or machine agents by method 1176

of categorization: self-reports (Self-Categorization), automatic categorization using 1177

natural language processing (LLM Categorization), or manual categorization by in- 1178

dependent human coders (Rater Categorization). a. Results of categorization for the 1179

die-roll task. Different modes of categorization resulted in different proportions of 1180

requests for Honesty, Partial Cheating, and Full Cheating. No categorization method, 1181

however, found credible evidence that principals requested different behaviour from 1182

human versus machine agents. Ordered probit regressions reveal no differences for 1183

Self-categorization (β = -0.037, p = 0.70), Rater categorization (β = -0.104, p = 0.22) 1184

or LLM Categorization (β = -0.118, p = 0.22). b. Results of categorization for the tax 1185

evasion game. Here, we find no evidence that principals requested more Full Cheat- 1186

ing from machine agents than human agents. Mixed-effect ordered probit regressions 1187

show no difference for Rater categorization (β = 0.117, p = 0.186) or LLM categoriza- 1188

tion (β = 0.421, p = 0.182). 1189

Extended Data Fig. 2. Machine Agent compliance with Full Cheating re- 1190

quests in thedie-roll task across. The bars show the percentage of median responses 1191

classified as Honest (blue), Partial Cheating (pink), or Full Cheating (red) for four large- 1192

language models in response to principal requests for Full Cheating (die-roll task: n 1193

= 110, tax evasion game: n = 145). To determine medians, each model was queried 1194

multiple times (four times in the die-roll task and five times in the tax evasion game). 1195

Full Cheating represents compliant behaviour. a. In the die-roll task, GPT-4, GPT-4o, 1196

Claude 3.5, and Llama 3.3 all complied with full cheating requests in the large major- 1197

ity of cases (>82%). b. In the tax evasion game, all LLMs complied with full cheating 1198

requests in the majority of cases (>58%). 1199

Extended Data Fig.3. Post-task preferences for conducting future similar 1200
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tasks After participants engaged in self-reporting, delegation to machines, and dele-1201

gation to humans (in randomized order), we asked them for their preferences about1202

how to do similar tasks in the future. The bars show the percentage of participants1203

in Study 3a (N = 390) and Study 4a (N = 695) who selected self-reporting (orange),1204

delegation to a human agent (green), or delegation to a machine agent (blue) as their1205

first preference. In both studies, the vast majority preferred to complete such tasks1206

themselves.1207
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