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A FAMILY OF FUNCTIONAL INEQUALITIES:  LOJASIEWICZ

INEQUALITIES AND DISPLACEMENT CONVEX FUNCTIONS

ADRIEN BLANCHET & JÉRÔME BOLTE

Abstract. For displacement convex functionals in the probability space equipped with the
Monge-Kantorovich metric we prove the equivalence between the gradient and functional type
 Lojasiewicz inequalities. In a second part, we specialise these inequalities to some classical
geodesically convex functionals. For the Boltzmann entropy, we obtain the equivalence between
logarithmic Sobolev and Talagrand’s inequalities. On the other hand, the non-linear entropy
and the Gagliardo-Nirenberg inequality provide a Talagrand inequality which seems to be a new
equivalence. Our method allows also to recover some results on the asymptotic behaviour of the
associated gradient flows.

1. Introduction

 Lojasiewicz inequalities have long been known to be extremely powerful tools for studying the
long-time behaviour of a dynamical system in an Euclidean or Hilbert space, see e.g., [29, 19, 14, 7]
and references therein. On the other hand, in the optimal transport community a lot of excita-
tion followed the discovery of the “Riemannian structure” behind the set of probability measures
endowed with the Monge-Kantorovich distance, see [26, 1, 18, 32, 21]. In this article we aim at
making some connections between these two research fields through flows and functional inequal-
ities. We indeed formulate  Lojasiewicz inequalities in the probability space equipped with the
Monge-Kantorovich distance and we prove their equivalence in the case of displacement convex
functionals. Both types of  Lojasiewicz inequalities can be viewed as families of abstract functional
inequalities. Hence for specific choices of functionals their equivalence translates into the equiv-
alence between functionals inequalities as famous as the logarithmic Sobolev, Talagrand type or
the Gagliardo-Nirenberg inequalities. Some of these connections were known, see e.g., [27], we
recover them here in a transparent and unified way. To the best of our knowledge the equivalence
between Gagliardo-Sobolev inequality and the Talagrand type inequality (23) is new.

On the other hand, it is well known that functional inequalities are crucial tools to study the
large time behaviour of numerous partial differential equations or of their corresponding stochastic
processes, see e.g., [3, 12, 11, 24, 23, 2, 15]. In optimal transport, the interplay between functional
inequalities and dynamical systems has also been the subject of many studies see e.g., [5, 10, 15,
17]. Our approach brings new insights into these stabilization phenomena and provides general
convergence rate results in the presence of a continuum of equilibria (see Theorem 2).

In Section 2, we state two fundamental types of  Lojasiewicz inequalities and prove that they
are equivalent for displacement convex functions. General convergence rate results for subgradient
systems are also provided. Our results do not subsume the uniqueness of a minimiser. In Sec-
tion 3 we translate these inequalities into functional inequalities in the case of the Boltzmann and
non-linear entropies.

Notations, definitions and classical results on Monge-Kantorovich metric and optimal transporta-
tion are provided in Section 4. For a thorough exposition see [1].

Date: February 24, 2017.
Key words and phrases.  Lojasiewicz inequality, Functional inequalities, Gradient flows.

1

http://arxiv.org/abs/1612.02619v3


2 ADRIEN BLANCHET & JÉRÔME BOLTE

2.  Lojasiewicz inequalities for displacement convex functions

2.1. Main results. Let P2(Rd) be the set of probability measures in R
d with bounded second

moments. In the sequel J : P2(Rd) → (−∞,+∞] is a lower semi-continuous displacement convex
functional. This implies in particular that the domain of J , denoted by domJ , is convex in the
sense of optimal transport:

For any µ, ν in domJ , the McCann interpolant between µ and ν exists and lies in domJ . (1)

The functional J is called proper if domJ 6= ∅.

Two inequalities of  Lojasiewicz type. Assume that J has at least a minimiser, set Ĵ =
min{J [ρ] : ρ ∈ P2(Rd)} and fix r0 ∈ (Ĵ ,+∞], θ ∈ (0, 1]. We consider the two following properties:

Property 1 ( Lojasiewicz gradient property). There exists cg > 0 such that for all ρ ∈ P2(Rd),

J [ρ] − Ĵ < r0 ⇒ ∀ν ∈ ∂J [ρ] , cg

(

J [ρ] − Ĵ
)1−θ

≤ ‖ν‖. (2)

Property 2 (Functional  Lojasiewicz inequality). There exists cf > 0 such that for all ρ ∈ P2(Rd),

J [ρ] − Ĵ < r0 ⇒ cf W2(ρ,Argmin J )1/θ ≤ J [ρ] − Ĵ . (3)

Remark 1. (a) Original inequalities for analytic and subanalytic functions can be found in the
IHES lectures [30] by  Lojasiewicz. Several generalisations of gradient inequalities followed, see in
particular [29, 22, 6].
(b) In this infinite dimensional setting, the above  Lojasiewicz inequalities should be thought as
families of functional inequalities. Formal connections with the Talagrand, logarithmic Sobolev
and Gagliardo-Nirenberg inequalities are provided in Section 3.

The displacement convexity of J induces existence and uniqueness of the associated gradient
flow but also convergence of the minimising scheme, stability, contraction of the semi-group,
regularising effects (see [1, Chapter 11] and references therein). These properties are also true
without assuming (1) but for a more restrictive notion of convexity associated to generalised
geodesics, this is the subject of a forthcoming work.

We now state our two main theorems.

Theorem 1 (Equivalence between  Lojasiewicz inequalities in P2(Rd)). Let J be a proper lower
semi-continuous displacement convex functional which has at least a minimiser. Then the  Lojasiewicz
gradient property (2) and the  Lojasiewicz functional property (3) are equivalent.

Remark 2. (a) Theorem 1 does not provide a simple relationship between cf and cg and the
optimality of the constant might be lost. Indeed our proof only gives cg = cθf when one establishes

(3) ⇒ (2), while cf = (θcg)1/θ when (2) ⇒ (3) is proved.
Yet, when θ = 1 the equivalence between (2) and (3) holds with cf = cg.

(b) Assume for simplicity that Ĵ = 0. The extension of the gradient  Lojasiewicz inequality by
Kurdyka [22] in our setting writes

J [ρ] ∈ (0, r0) ⇒ ∀ν ∈ ∂J [ρ] , 1 ≤ ϕ′(J [ρ])‖ν‖, (4)

for some ϕ ∈ C0[0, r0) ∩ C1(0, r0) is such that ϕ(0) = 0 and ϕ′ > 0 on (0, r0). Note that (4) is
nothing but inequality (2) with ϕ(s) = sθ/(θcg). As in Theorem 1 one can prove that this implies:

J [ρ] < r0 ⇒ ϕ−1(W2(ρ,Argmin J )) ≤ J [ρ]. (5)

Yet (4) and (5) are not in general equivalent. One can build a C2 convex coercive function in
R

2 which satisfies (5) but not (4) (see [8]). The construction is fairly complex, involves highly
oscillatory behaviour of level sets and originates in [7]. This limitation helps to understand the
discrepancy between constants mentioned in item (a) of this remark.
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Our second result concerns the flow of −∂J and is simply a Monge-Kantorovich version of the
classical Hilbertian results. For a given proper lower semi-continuous functional J : P2(Rd) →
(−∞,+∞] which is displacement convex, and ρ0 ∈ domJ , we consider absolutely continuous
solutions ρ : [0,+∞) → P2(Rd) to the subgradient dynamics:

d

dt
ρ(t) + ∂J [ρ(t)] ∋ 0, for almost all t in (0,+∞), (6)

with initial condition ρ(0) = ρ0. Such a solution exists and is unique see [1, Theorem 11.3.2, p.305]
and [1, Theorem 11.1.4, p.285]. Moreover by the energy identity [1, Theorem 11.3.2, (11.3.7),
p.305], one has:

J [ρ(·)] is non-increasing, absolutely continuous, (7)

d

dt
J [ρ(t)] = −

∥

∥

∥

∥

d

dt
ρ(t)

∥

∥

∥

∥

2

a.e. on (0,+∞). (8)

As recalled in the introduction it is well known that functional inequalities are key tools for the
asymptotic study of dissipative systems of gradient type. If  Lojasiewicz inequalities are seen as
families of functional inequalities, the theorem below could be considered as an abstract principle
to deduce the convergence of a gradient flow from a given functional inequality1.

Theorem 2 (Global convergence rates and functional inequalities). Assume that J is a proper
lower semi-continuous displacement convex function, has at least a minimiser and satisfies (3).
Consider a trajectory of (6) starting at a measure ρ0 such that J (ρ0) < r0.

Then this trajectory has a finite length and converges to a minimiser ρ∞ of J for the Monge-
Kantorovich metric. Moreover the following estimations hold:

(i) If θ ∈ (0, c1/2),

J [ρ(t)] − Ĵ ≤
{

(J [ρ0] − Ĵ )2θ−1 + c2g(1 − 2θ)t
}−

1

1−2θ

,

W2(ρ(t), ρ∞) ≤
1

cgθ

{

(J [ρ0] − Ĵ )2θ−1 + c2g(1 − 2θ)t
}−

θ
1−2θ

.

(ii) If θ = 1/2,

J [ρ(t)] − Ĵ ≤ J [ρ0] exp[−c2gt],

W2(ρ(t), ρ∞) ≤
2

cg

√

J [ρ0] exp[−c2gt/2] .

(iii) If θ ∈ (1/2, 1] we observe a finite time stabilisation: The final time is smaller than

T =
(J [ρ0] − Ĵ )2θ−1

c2g(2θ − 1)
.

When t is in [0, T ]

J [ρ(t)] − Ĵ ≤
(

(J [ρ0] − minJ )2θ−1 − c2g(2θ − 1)t
)

1

2θ−1 ,

W2(ρ(t), ρ∞) ≤
1

cgθ

(

(J [ρ0] − minJ )2θ−1 − c2g(2θ − 1)t
)

θ
2θ−1 .

Remark 3. (a) The above theorem relies on a “zero-order” functional inequality in the sense that
inequality (3) only involves the value of the function J and no higher order information.
(b) A second fundamental feature of this convergence result is that it does not subsume the unique-
ness of a minimiser which is uncommon in the domain.
(c) It can be proved that the generalised  Lojasiewicz gradient inequality of Remark 2 (b), often
called Kurdyka- Lojasiewicz property, allows as well to study the convergence of gradient sys-
tem (6).

1See Section 3 in which some classical functional inequalities are interpreted as  Lojasiewicz inequalities
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2.2. Proofs of the main results.

Lemma 1 (Slope and convexity). Let J be a proper lower semi-continuous displacement convex
functional and µ ∈ dom ∂J , ν ∈ domJ two distinct probabilities in R

d. Then

J [µ] − J [ν]

W2(µ, ν)
≤ ‖∂0J [µ]‖. (9)

Proof. Set α = W2(µ, ν). Let [0, α] ∋ t → ρt := µt/α where µt is McCann’s interpolant between µ
and ν (recall assumption (1)). Since t → J [ρt] is convex, we have

J [ρα] − J [ρ0]

α
≤ lim sup

τ→α

J [ρα] − J [ρτ ]

α− τ
.

Recalling that W2(ρt, ρτ ) = |t/α − τ/α|W2(µ, ν) = |t − τ | for all time (t, τ) ∈ [0, α]2, the above
can be rewritten as

J [ν] − J [µ]

W2(µ, ν)
≤ lim sup

τ→α

J [ν] − J [ρτ ]

W2(ν, ρτ )
≤ |∇|J [ν] = ‖∂0J [ν]‖,

where the last equality follows from (29).
�

Proof of Theorem 1 With no loss of generality, we assume that minJ = 0.
• (3) ⇒ (2). If ρ ∈ Argmin J there is nothing to prove. Assume that J [ρ] ∈ (0, r0), take ν in
∂J [ρ]. By Lemma 1, for any ρ̄ in Argmin J , we have

J [ρ] ≤ W2(ρ, ρ̄) ‖ν‖ ,

and thus

J [ρ] ≤ W2(ρ,Argmin J ) ‖ν‖ .

By  Lojasiewicz functional property (3), we obtain

J [ρ] ≤

[

1

cf
J [ρ]

]θ

‖ν‖ ,

or equivalently cθfJ [ρ]1−θ ≤ ‖ν‖ . This is the claimed result with cg = cθf .

• (2) ⇒ (3). Take ρ0 with J (ρ0) ∈ (0, r0) and consider the dynamics

d

dt
ρ(t) + ∂J [ρ(t)] ∋ 0 with ρ(0) = ρ0. (10)

Set t̄ = sup{t : J [ρ(τ)] > 0, ∀τ ∈ [0, t)}. If t̄ < +∞, the continuity of J [ρ(·)] ensures that
J [ρ(t̄)] = 0. By (7), one has J [ρ(t)] = 0 for all t ≥ t̄. Thus by integrating (8) over (t̄, τ) (with
τ ≥ t̄)

J [ρ(t̄)] − J [ρ(τ)] =

∫ τ

t̄

∥

∥

∥

∥

d

dt
ρ(s)

∥

∥

∥

∥

2

ds = 0 (11)

hence ρ(t) = ρ(t̄) for all t ≥ t̄.
We now consider the case when t < t̄ so that J [ρ(t)] > 0. By the chain rule, we have

−
d

dt

[

J [ρ(t)]θ
]

= −θJ [ρ(t)]θ−1 d

dt
J [ρ(t)] a.e. on (0, t̄).

As ρ satisfies the dynamics (10), we have by (8)

−
d

dt

[

J [ρ(t)]θ
]

= θJ [ρ(t)]θ−1

∥

∥

∥

∥

d

dt
ρ(t)

∥

∥

∥

∥

2

a.e. on (0, t̄).

Using  Lojasiewicz gradient property (2), we obtain

−
d

dt

[

J [ρ(t)]θ
]

≥ cgθ

∥

∥

∥

∥

d

dt
ρ(t)

∥

∥

∥

∥

2

‖ν(t)‖−1
,
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for any ν(t) ∈ ∂J [ρ(t)]. Using the gradient dynamics one may take ν(t) = dρ/ dt for almost all
t, to obtain

−
d

dt

[

J [ρ(t)]θ
]

≥ cgθ

∥

∥

∥

∥

d

dt
ρ(t)

∥

∥

∥

∥

. (12)

Integrating between 0 and t ∈ [0, t̄) and using the absolute continuity of J [ρ(·)], we obtain

0 ≤

∫ t

0

∥

∥

∥

∥

d

dt
ρ(s)

∥

∥

∥

∥

ds ≤
1

cgθ

[

J θ[ρ0] − J θ[ρ(t)]
]

.

As a consequence of (11) this yields
∫

∞

0

∥

∥

∥

∥

d

dt
ρ(t)

∥

∥

∥

∥

ds ≤
1

cgθ
J θ[ρ0], (13)

which implies in particular that ‖ dρ(t)/ dt‖ is bounded in L1(0,∞).

Claim 1. If an absolutely continuous curve R+ ∋ t → µ(t) ∈ P2(Rd) satisfies
∫

∞

0

∥

∥

∥

∥

d

dt
µ(t)

∥

∥

∥

∥

dt < ∞

then µ converges to some µ̄ as t → ∞ in the sense of the Monge-Kantorovich metric.

Proof of Claim. Simply observe that the absolute continuity implies that

W2(µt, µs) ≤

∫ s

t

∥

∥

∥

∥

d

dt
µ(τ)

∥

∥

∥

∥

dτ (14)

and thus µ is a Cauchy curve for the Monge-Kantorovich distance. Since R
d is complete so is

P2(Rd) (see [1, Proposition 7.1.5, p.154]) and t 7→ µ(t) converges to some µ̄ as t goes to infinity.�

If we did not have limt→+∞ J [ρ(t)] = 0, property (2) would imply that the subgradients along
ρ(·) are bounded away from zero and thus there would exist a positive constant c > 0 such that
‖ dρ/ dt‖ > c. This would contradict the integrability property (13).

Thus limJ [ρ(t)] = minJ = 0. Since J is lower semi-continuous the limit ρ̄ of ρ satisfies
ρ̄ ∈ Argmin J .

Combining (13) and (14), we obtain

W2(ρ0,Argmin J ) ≤ W2(ρ0, ρ̄) ≤

∫

∞

0

∥

∥

∥

∥

d

dt
ρt

∥

∥

∥

∥

dt ≤
1

cgθ
J θ[ρ0] (15)

which was the stated result with cf = (θcg)
1

θ . This concludes the proof of Theorem 1. �

Let us now proceed with the study of subgradient curves.

Proof of Theorem 2 In view of the estimation of convergence rates, observe that inequality (15)
implies

W2(ρ(t), ρ̄) ≤

∫

∞

t

∥

∥

∥

∥

d

dt
ρt

∥

∥

∥

∥

dt ≤
1

cgθ
J θ[ρ(t)] (16)

and ρ̄ = ρ∞. From the above results limt→∞ J [ρ(t)] = Ĵ = 0 and ρ converges to a minimiser
ρ∞ := ρ̄ of J . Using (12):

−
d

dt

[

J [ρ(t)]θ
]

≥ cgθ

∥

∥

∥

∥

d

dt
ρ(t)

∥

∥

∥

∥

,

and applying once more (2) we obtain

−
d

dt

[

J [ρ(t)]θ
]

≥ c2gθJ [ρ(t)]1−θ. (17)

Setting z(t) = J [ρ(t)]θ for t ∈ (0, t̄), this gives the following differential inequality

−ż(t) ≥ c2gθz(t)1/θ−1 on [0, t̄).

Integrating the above inequality we obtain the desired estimates for J [ρ(t)]. Those for the Monge-
Kantorovich distance follow from (16).
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3. Applications to functional inequalities

Let V : Rd → R ∪ {+∞} be a lower semi-continuous convex potential such that

U = int domV 6= ∅,
∫

Rd

exp(−V ) = 1.

This defines a log-concave probability measure ρ∗ = exp(−V ) dx. Consider a lower semi-
continuous convex function f : [0,+∞) → [0,+∞) such that the map s ∈ (0,+∞) 7→ f(s−d)sd

is convex and non-increasing. Standard examples are f(s) = s log s or f(s) = sm/(m − 1) with
m ≥ 1 − 1/d. The relative internal energy is defined as

J [ρ] =







∫

Rd

f(ρ/ρ∗)dρ∗ if ρ is absolutely continuous w.r.t dρ∗

+ ∞ otherwise.

It is known that J is lower semi-continuous and displacement convex in P2(Rd) [1, Theo-
rem 9.4.12, p.224]. Let us introduce Pf (s) = sf ′(s) − f(s) for s ≥ 0. Denote by L2

ρ(Rd) the space

of square ρ-integrable functions in R
d. By [1, Theorem 10.4.9, p.265]

dom∂J =

{

ρ ∈ P2(Rd) : Pf [ρ] ∈ W 1,1
loc (U),

ρ∗

ρ
∇ (Pf (ρ/ρ∗)) ∈ L2

ρ(Rd)

}

and

‖∂0J [ρ]‖2 =

∫

Rd

∣

∣

∣

∣

ρ∗

ρ
∇ (Pf (ρ/ρ∗))

∣

∣

∣

∣

2

dρ. (18)

In this context  Lojasiewicz gradient inequality (2) would write

√

∫

Rd

∣

∣

∣

∣

ρ∗

ρ
∇ (Pf (ρ/ρ∗))

∣

∣

∣

∣

2

dρ ≥ cg

(
∫

Rd

f(ρ/ρ∗)dρ∗
)1−θ

, ∀ρ ∈ P2(Rd), (19)

for some cg > 0 and θ ∈ (0, 1]. Theorem 1 asserts that this inequality is equivalent to the functional
 Lojasiewicz inequality (3):

W2(ρ,Argmin J )1/(1−θ) ≤ cf

∫

Rd

f(ρ/ρ∗)dρ∗, ∀ρ ∈ P2(Rd), (20)

for some cf > 0.

Whether such inequalities are satisfied for a general f is not clear. However in the case of
Boltzmann and non-linear entropies i.e., f(s) = s log s or f(s) = sm/(m− 1) with m ≥ 1 − 1/d,
much more can be said as shown in the next sections.

3.1. The logarithmic Sobolev inequality is equivalent to Talagrand type’s inequality.

Consider the case when f(s) = s log s, so that for all ρ in the domain of J ,

J [ρ] =

∫

Rd

ρ log ρ +

∫

Rd

ρV .

We have

dom ∂J =

{

ρ ∈ W 1,1
loc (Rd), ∇ log

(

ρ

ρ∗

)

∈ L2
ρ(Rd)

}

.

In this case  Lojasiewicz gradient inequality is actually the following logarithmic Sobolev inequa-
lity, see e.g., [32, Formula (9.27), p.279]:

∫

Rd

∣

∣

∣

∣

∇

[

log

(

ρ

ρ∗

)]∣

∣

∣

∣

2

dρ ≥ cg

∣

∣

∣

∣

∫

Rd

log

(

ρ

ρ∗

)

dρ

∣

∣

∣

∣

, ∀ρ ∈ dom ∂J ,

with cg > 0 (and θ = 1/2, r0 = +∞).
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On the other hand the functional  Lojasiewicz inequality (3) is exactly a Talagrand type inequa-
lity:

cfW2(ρ, ρ∗)2 ≤

∫

Rd

log

(

ρ

ρ∗

)

dρ∗, ∀ρ ∈ L1(Rd) with cf > 0.

Therefore Theorem 1 ensures that, up to a multiplicative constant, Talagrand and logarithmic
Sobolev inequalities are equivalent. This result was already known, see [27]. The corresponding
gradient system is the classical linear Fokker-Planck equation describing the evolution of the
density within Ornstein–Uhlenbeck process. Exponential stabilization rates are of course recovered
through Theorem 2.

3.2. The Gagliardo-Nirenberg inequality is equivalent to a non-linear Talagrand type

inequality. Let d ≥ 1 and consider now that f(s) = sm/(m− 1), with m ≥ 1 − 1/d. The unique
minimiser of J is a Barenblatt profile, see [31]

ρ∗(x) =

(

σ −
m− 1

2m
|x|2

)
1

m−1

+

, ∀x ∈ R
d, (21)

where σ > 0 is such that

∫

Rd

ρ∗ = 1. Besides, we have

dom ∂J =

{

ρ ∈ W 1,1
loc (Rd) : ∇

(

ρ

ρ∗

)m−1

∈ L2
ρ(Rd)

}

.

and

‖∂J 0[ρ]‖ =
m2

(m− 1)2

∫

Rd

∣

∣

∣

∣

∣

∇

(

ρ

ρ∗

)m−1
∣

∣

∣

∣

∣

2

dρ.

Inequality (2) thus writes

m

(m− 1)

√

√

√

√

∫

Rd

∣

∣

∣

∣

∣

∇

(

ρ

ρ∗

)m−1
∣

∣

∣

∣

∣

2

dρ ≥ cg

(
∫

Rd

1

m− 1

[(

ρ

ρ∗

)m

− 1

]

dρ∗
)1−θ

. (22)

while (3) is
∫

Rd

1

m− 1

[(

ρ

ρ∗

)m

− 1

]

dρ∗ ≥ cfW2(ρ, ρ∗)1/θ.

By [16] inequality (22) is an instance of Gagliardo-Nirenberg inequality and holds true for cg = 2
and θ = 1/2. Therefore we have the following seemingly Talagrand type inequality:

For all ρ ∈ W 1,1
loc (Rd) such that

∫

Rd

∣

∣

∣
∇

(

ρ

ρ∗

)m−1
∣

∣

∣

2

dρ < ∞

we have
1

m− 1

∫

Rd

[(

ρ

ρ∗

)m

− 1

]

dρ∗ ≥ 2W2(ρ, ρ∗)2 , (23)

where ρ∗ is the Barenblatt profile of (21).

Remark 4. Similar results were obtained by very different means in [20] and also in [4] for the W1

distance.

Observe finally that the application of Theorem 2 in this framework allows to recover conver-
gence rate results of nonlinear Fokker-Planck dynamics

d

dt
ρ = ∆ρm + div ρV, ρ(0) ∈ domJ ,

see e.g., [16, 13, 11].
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4. Appendix: Notations and fundamental results

Let us remind here a few elements of formal geometry of the probability measures with the
Monge-Kantorovich distance. General monographs on the subject are [1, 32, 28].

4.1. Monge and Kantorovich’s problems. Let X and Y be two metric spaces equipped re-
spectively with the Borel probability measures µ ∈ P(X) and ν ∈ P(Y ). For µ ∈ P(X) and a
Borel map T : X → Y , T#µ denotes the push forward of µ on ν through T which is defined by
T#µ(B) = µ(T−1(B)) for every Borel subset B of Y or equivalently by the change of variables
formula

∫

Y

ϕ dT#µ =

∫

X

ϕ(T (x)) dµ(x), ∀ϕ ∈ Cb(X). (24)

A transport map between µ and ν is a Borel map such that T#µ = ν. For (µ, ν) ∈ P(X) × P(Y )
the Monge optimal transport problem writes

W2(µ, ν) = inf

{
∫

X

|x− T (x)|2 dµ(x) : T#µ = ν

}
1

2

. (25)

When X = Y , W2 defines a distance on the subset of probabilities on X with finite second-order
moments.

From now on, we assume X = Y = R
d where d is a positive integer. Set

P2(Rd) =

{

µ ∈ P(Rd) :

∫

Rd

|x|2dµ < +∞

}

(26)

The solution to (25) is called an optimal transport. Such a transport generally exists thanks to:

Theorem 3 (Brenier’s theorem [9, 32]). Consider (µ, ν) ∈ P2(Rd)2 and assume that µ is regular
in the sense that each hyper-surface has a null measure. Then the Monge optimal transport pro-
blem (25) has a unique solution T called the Brenier map. Moreover T = ∇u µ-a.e. for some
convex function u : Rd → R and ∇u is the unique (up to µ-a.e. equivalence) gradient of a convex
function transporting µ onto ν.

4.2. Convexity and geodesics.

Definition 1 (McCann’s interpolant and geodesics).

(i) Consider (ν0, ν1) ∈ P2(Rd)2 and assume that there is a Borel map T : Rd → R
d such that

T#ν0 = ν1. The McCann’s interpolant between ν0 and ν1, see [25], is the curve of measures

t ∈ [0, 1] 7→ νt := ((1 − t)id + tT )#ν0.

(ii) A curve [0, 1] ∋ t → νt in P2(Rd) satisfying

W2(νt, νs) = |t− s|W2(ν0, ν1)

is called a (constant speed) geodesic.

We verify easily that a McCann’s interpolant is a geodesic.

Definition 2 (Displacement convexity). The functional J : P2(Rd) → (−∞,+∞] is called dis-
placement convex if for every pair (ν0, ν1) ∈ domJ × domJ and McCann interpolant {νt}t∈[0,1]

between ν0 and ν1, one has
J [νt] ≤ (1 − t)J [ν0] + tJ [ν1],

for every t ∈ [0, 1].

By [32, Proposition 5.29, p.161]:

Proposition 1 (Convex inequality). Let J : P2(Rd) → (−∞,+∞] be a displacement convex
function, and ν0 ∈ dom ∂J , ν1 ∈ domJ be two probability measures. Then

J [ν1] ≥ J [ν0] +
d

dt

∣

∣

+

t=0
J [νt], (27)

where {νt}t∈[0,1] is the McCann’s interpolant between ν0 and ν1.
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4.3. Riemannian aspects, [26, 1]. Let ρ be in P2(Rd), the tangent space to P2(Rd) at ρ, written
TρP2(Rd), is identified to the subspace of distributions formed by the vectors s = −∇·(ρ∇u) where
u ranges over C∞(Rd,R). The scalar product of two vectors s1 = −∇· (ρ∇u1), s2 = −∇· (ρ∇u2),
is given by

〈s1, s2〉ρ =

∫

Rd

∇u1 · ∇u2 dρ.

The associated norm is as usual ‖s‖ = ‖s‖ρ := 〈s, s〉ρ.

Let J : P2(Rd) → (−∞,+∞] be a displacement convex function. Define the metric (or strong)
slope of J at ρ ∈ domJ by

|∇|J [ρ] = lim sup
µ→ρ

(J [ρ] − J [µ])+

W2(ρ, µ)
∈ (−∞,+∞].

For the subdifferential of J , we pertain to [1, Definition 10.1.1, p.229] which also admits the
equivalent formulation:

Definition 3. ([1, Property B, p.231]) Take µ ∈ dom |∇|J , ν ∈ domJ , ν ∈ L2
µ(Rd), and denote

by T the optimal transport from µ to ν. Then

ν ∈ ∂J [u] ⇔ J [ν] ≥ J [µ] +

∫

Rd

ν(x) · (T (x) − x) dµ(x).

The set ∂J [µ] is obviously closed and convex in L2
µ(Rd). When it is nonempty, one defines the

minimal norm subgradient

∂0J [µ] = Argmin {‖ν‖L2
µ(R

d) : ν ∈ ∂J [µ]}, (28)

see [1, Lemma 10.1.5, p.233]. In the same lemma it is shown that dom ∂J = dom |∇|J and

|∇|J [µ] = ‖∂0J [µ]‖, ∀µ ∈ P2(Rd). (29)
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