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1 Introduction

Moral behavior is malleable. This insight derives from human history as well as the recent
and growing empirical literature in economics and psychology. The latter suggests that
context, individual characteristics, and a williningness to engage in cognitive maneuvers
justifying why behavior is not blameworthy, are important drivers of morality. This paper
provides a coherent theoretical framework to offer a unified explanation of important
empirical findings, and to allow analyzing individual and social circumstances that inhibit
or promote immoral behavior. To do so, our basic framework models the trade-off between
cost of acting morally and benefits from maintaining a positive self- or social image in
agents with potential self-control problems. We introduce the role of narratives and show
how they serve as an excuse for moral transgression without damaging image concerns. We
then introduce a utilitarian perspective on imperatives to shed light on the long-standing
dispute about two main conceptions of moral reasoning, utilitarianism and deontological
ethics. Finally, we address the issue of collective decision making in its role to create a sub-
additivity of responsibility, and characterize organizational design features that are crucial
for shaping moral outcomes. The assumptions and predictions of our model are informed
and supported by historical and empirical evidence, but they also raise new empirical
questions, e.g., about the emergence of imperatives or the design of organizations.

Building on the premise that people strive to maintain a positive self-concept, and
that moral behavior is central to individuals’ image concerns (Aquino and Reed II, 2002;
Mazar et al., 2008; Monin and Jordan, 2009), we model the trade-off between image
and cost arising from acting morally. In the philosophical discourse, morality is typically
described in terms of avoiding and preventing harm to others (Bentham, 1789; Mill, 1861;
Gert and Gert, 2016). Accordingly, we define an action as moral if it produces a positive
externality. Individuals are assumed to have an intrinsic valuation for the externality,
but they are facing self-control problems when trading off image concerns with the cost
of acting morally. In equilibrium an individual is more likely to act morally, the higher
her image concerns and the perceived social benefits, and the lower the cost, her initial
reputation and the level of self-control problems. These assumptions and predictions
are supported by empirical evidence. Several papers have demonstrated the importance
of increased social and self-image for the likelihood of pro-social behaviors. Likewise,
recent work on moral cleansing and licensing suggests an important role of the initial
reputation, i.e., an individual’s image prior to taking a decision. We review evidence in
support of an inverse relation between self-control problems and moral outcomes, and
discuss experimental evidence showing that the likelihood of moral behavior increases in
the level of the externality and decreases in the cost of enforcing it.

Our basic framework sets the stage for introducing narratives, a particularly relevant
phenomenon for understanding variation in moral behavior. Narratives can be thought of
as stories and descriptions we tell ourselves and others to organize experience and interpret
circumstances; they are “instrument[s] of mind in the construction of reality” (Bruner,
1991, p. 6). Narratives are central to human existence and have received much attention
outside economics, in particular in psychology and the humanities. Here we introduce a
simple, economic notion of narratives (a signal about the externality), and study their
relevance for moral outcomes. In the model – as in reality – narratives need not be true; it
is sufficient that they are minimally plausible to allow reframing the decision context and
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to provide an excuse. This in turn permits the individual to engage in immoral action
while maintaining a positive self-image. Narratives are extremely powerful in shaping
behavior. We discuss a range of historical examples and experimental evidence focusing on
narratives of “neutralization” (Sykes and Matza, 1957), including denial of responsibility,
injury and victim. We show how narratives legitimize wrongful actions in downplaying
externalities, reducing perceptions of being pivotal, magnifying costs and in encouraging
omission bias as well as action and information avoidance. Clearly, if a decision maker
perceives a victim as undeserving, i.e., the perceived externality is low, hurting him is not
terribly damaging to his self-image. But narratives also have a social dimension. Suppose
a decision maker who cares for his social image learns such a narrative and, while acting
immorally, is observed by his peers: what would he do? He would want to share the
narrative with his peers to have them evaluate him in a more positive way. We show that
with image concerns, individuals prefer disclosing a narrative, even if this involves a cost.
As a consequence, peers will find it easier to act immorally as well, generating the motive
to spread the narrative even further. This creates an ever increasing demand and supply
of narratives and provides an explanation for the endogenous dissemination of narratives
and ideologies that goes along with an increased propensity to act immorally. By contrast,
positive narratives will not go viral, unless individuals want to develop reputations for
humbleness.

A major controversy in occidental moral thinking concerns the foundation of moral
behavior in terms of either utilitatrian/consequentialist or deontological/rule-based rea-
soning. Classic utilitarians justify normative principles and actions in terms of their con-
sequences, aiming at maximizing the Good, i.e., pleasure, happiness, desire satisfaction,
or welfare (Alexander and Moore, 2015; Bentham, 1789; Johnson, 2014; Mill, 2002/1861;
Sinnott-Armstrong, 2015). A major criticism of consequentialism is that it allows or even
encourages harmful acts (such as killing or beating innocents), as long as these acts gen-
erate net positive consequences, e.g., saving lifes. In contrast, deontological approaches
categorically prohibit harmful actions: Wrongful acts cannot be justified by their con-
sequences, regardless of how beneficial they are. What constitutes an act as moral is
acting in accordance with moral imperatives or rules, or put differently, deontological
reasoning attributes a priority of the Right over the Good (Alexander and Moore, 2015).
The tension between these two lines of moral reasoning has been demonstrated in various
moral dilemma thought experiments, e.g., the well-known Trolley problem (Foot, 1967).
Survey studies on these dilemmas typically document a co-existence of consequentialist
and deontological reasoning.

In this paper we offer a formal account for such a co-existence. We show how impera-
tives can emerge in an otherwise fully utilitarian framework, and why acting in a Kantian
way can be popular. The framework is a communication game between a principal (e.g.,
parents, or a religious leader) and an agent. The principal cares for the welfare of society
and/or the agent, and can issue either a positive narrative or an imperative. The narra-
tive concerns parameters such as highlighting the level of the externality, or the cost or
visibility of behavior. In contrast, an imperative is a moral precept to act in a certain
way, i.e., it does not focus on motives but dictates a particular action. Both instruments
are potential means of persuasion to encourage the agent to act in a moral way. The
analysis reveals that imperatives can emerge in a world populated with utilitarians. We
identify the conditions under which Kantian behavior is likely, and discuss the costs and
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benefits of using imperatives: Conditions facilitating the emergence of imperatives are
high levels of congruence of interests between principal and agent, large externalities and
principals with moral authority, i.e., sound moral judgment. What matters also is an
agent’s self-control problems, but the effect is not monotonous.

These results reveal various costs and benefits of imperatives, relative to narratives.
On the cost side, imperatives are effective only if issued by principals with moral authority
while narratives can be issued by anybody. This suggests why imperatives are rarely used
in the political arena, but are more common in parent-child interactions or in religious
writings, such as the Ten Commandments. Another restrictive feature of imperatives
is that they imply some rigidity in decision-making. They dictate a particular action
and leave little room for adapting to contingencies, a feature reminiscent of the rule vs.
discretion idea. In the philosophical debate this rigidity has often been identified as an
important weakness of deontological reasoning. The imperative not to lie, put forward
and defended in Kant (1785)4 is easily at odds with moral intuition, as in Kant’s famous
example on lying to a murderer at the door in order to save the life of a friend. On the
benefit side, imperatives are less vulnerable to interpretation uncertainty and to the threat
of being debunked. Moreover, imperatives, when effective, expand the range of desired
behaviors, i.e., encourage the provision of greater externalities. This offers a possible
explanation why imperatives are typically referring to rather general prescriptions and
duties with a large scope, such as not to lie, to steal or to kill. Finally, we show that
under certain conditions, issuing imperatives rather than narratives is more likely if agents
suffer from self-control problems. This offers a psychological explanation for imperatives,
akin to the use of heuristics (Sunstein, 2005). Rules or heuristics help individuals who are
vulnerable to taking impulsive decisions, in reaching their long-term goals. While, due
to their rigidity, rules can misfire under certain circumstances, they generally do well in
guiding behavior in the presence of lack of self-control.

We then argue that Kantian postures generate favorable social images, and therefore
suggest why they turn out to be much more common than standard economics would
predict. First, and following up on Bénabou-Tirole (2009), we show that the very act of
questioning an imperative may have a deleterious image impact even when one ends up
abiding by the imperative. Calculating individuals are perceived as uncommitted, as they
are evaluated not only through their acts but also through their blind abidance by the
imperative. Second, we formalize the domain of the incommensurable dear to Durkheim
(1915) and Kant (1795) and the general reluctance of individuals to consider trade-offs in
moral choices. To account for empirical evidence on the elicitation of preferences in the
moral domain, we look at the strategy method, whereby the individual is asked to provide
a response to a range of possible offers, among which one is then drawn. We provide
conditions under which the individual refuses to take any offer, however large. The link
with the first observation is that the attitude toward an offer impacts the individual’s
image beyond the occurrence of this particular offer; the individual must therefore trade
off the benefit from taking very large offers with the collateral damage incurred overall
on her image. Taken together, these observations fit well with the widespread propensity
to resolve moral dilemma through indignation and rigid postures rather than through
analysis.

4“To be truthful (honest) in all declarations is therefore a sacred command of reason prescribing
unconditionally, one not to be restricted by any conveniences.” (Kant 1797, 8: 427)

3



Many morally relevant decisions are taken in groups, rather than in isolation. In the
final part of our analysis we therefore study moral implications of shared control, i.e.,
contexts where implementation of morally wanted outcomes depend on several agents’
actions, as is characteristic for firms, bureaucracies and organizations in general. We
show that shared control bears the potential to encourage immoral behavior but that the
precise circumstances matter. In terms of production technology we differentiate between
individual and collective veto power, i.e., contexts where either each agent or the collective
is pivotal in guaranteeing the moral outcome. Two further distinctions concern whether
the cost of acting pro-socially is associated to individual action (individual incentives) or
collective outcome (team incentives), and whether reputation can be attributed to each
agent’s action separately (individual accountability) or happens at the level of the group
(collective accountability). Perhaps surprisingly, we find that shared control with team
incentives and individual accountability enhances scope for moral outcomes. The intuition
is what we call a “cheap signalling effect”: if the cost of acting morally may not materialize
anyway, why not choose to act pro-socially and reap the image benefits? This result
offers an explanation for why decisions of committees which publicly disclose individual
voting outcomes may be soft on third parties. With individual incentives, however, taking
decisions in groups may evoke a sub-additivity of responsibility. In comparison to decisions
taken in isolation, the existence of moral equilibria is less likely in groups, regardless
of whether production involves individual or collective veto power. Likewise, collective
accountability may reduce incentives to act pro-socially. Intuitively, in cases where the
audience cannot attribute outcomes to individual actions, reputation is blurred and agents
may “hide” behind the group outcome. The analysis suggests several implications for
organizations seeking to enhance corporate social responsibility.

The remainder of the paper is organized as follows. In the next section we introduce
the basic framework and discuss implications and assumptions of the model in the light
of empiricial findings. Section 3 introduces the notion of narratives, and conditions for
sharing and debunking narratives. The emergence of imperatives and Kantian behavior is
modeled in Section 4. Section 5 investigates the popularity of Kantians. In Section 6 we
turn to organizational design and its potential impact on sub-additivity of responsibility.
Section 7 concludes.

2 Basic moral trade-off

2.1 Modeling moral behavior

The theoretical model builds on Bénabou and Tirole (2006, 2011, 2012). There are three
periods, t = 0, 1, 2. Date 0 will later refer to the “ex-ante self”. At date 1, the individual
will choose whether to engage in moral (or pro-social) behavior (a = 1) or not (a = 0).
A moral choice yields a self- or social image benefit at date 2. The individual has deep
value or altruism degree v (high, moral type) or 0 (low, immoral type), with probabilities
ρ and 1− ρ. Let v̄ = ρv denote the expected value.

Suppose that the low-value type never engages in moral behavior (as will be the case
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under Assumption 1 below).5 The issue then is whether the v-type chooses a = 1.

Let c denote the private cost of pro-social behavior, β < 1 the self-control or hyper-
bolicity parameter and µ the strength of the image concern. We will assume that the
true value of the externality is ω = 0 or ω = 1, and we let e = E[ω] denote the ex-
pected externality, that is, e is the ex-ante probability that the externality is 1. The high
type therefore has an intrinsic motivation for the moral action equal to ve. We assume
that v < 1: the individual cannot value the externality more than the beneficiaries of
the externality. Note that the preferences are explicitly consequentialist/utilitarian: The
individual has low intrinsic motivation if he perceives the externality to be minor. This
modeling choice will make the emergence of Kantian behaviors all the more interesting
(see section 4).

In the specific context of self-signaling, the individual has some feel for his values at
the decision date, but forgets that later on, to only remember the decision a = 0 or 1.
Alternatively, image concerns might refer to social signaling: only the individual knows
his true type, but the self’s intended audience (e.g., his peers) do not. Either way, the
moral type’s objective function is(

ve− c

β

)
a+ µv̂(a),

where v̂(a) is the expected type conditional on action a ∈ {0, 1}.
Similarly the immoral type’s objective function is(

− c
β

)
a+ µv̂(a).

When the immoral individual has a dominant strategy not to contribute, as will be the
case under Assumption 1 below, there is a multiple-equilibrium range (this is not the case
when a contrario the high-value type has a dominant strategy to contribute). Intuitively,
if the high type does not contribute, there is less stigma from not contributing, and so the
high type in turn is less eager to contribute. In case of multiple equilibria, we choose the
equilibrium that is best for both types, i.e., the no-contribution equilibrium (this selection
is rather irrelevant for the conclusions as we will shortly note). In an equilibrium in which
the high type does not contribute, the reputational gain from a = 1 is µ(v − v̄).6

We make an assumption that will guarantee that the high type always contributes
when certain of the existence of an externality, while the low type never contributes:

Assumption 1.

v −
(
c

β

)
+ µ (v − v̄) > 0 > −

(
c

β

)
+ µv.

The right inequality in Assumption 1 simply says that the immoral type does not
want to contribute even when the reputational benefit of contributing is maximal at

5We could have made the reverse assumption (type v always engages in pro-social behavior) without
affecting the key results.

6We rule out strictly dominated strategies when updating for out-of-equilibrium behaviors.
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µ(v − 0) = µv. Thus, it is a dominant strategy for the low type not to contribute.
Consequently, in a pooling equilibrium, in which both types choose a = 0, we will assume
that v̂(1) = v, as only type v can gain from contributing.7

The left inequality in Assumption 1 says that the complete absence of contribution
(pooling at a = 0) is not an equilibrium whenever the externality is certain, as the high
type would then want to contribute (and reap image gain µ(v − v̄)).

If ve− (c/β) + µ(v− v̄) ≤ 0 ≤ ve− (c/β) + µv, there exist both a pooling equilibrium
at a = 0 and a “separating equilibrium” in which the high type contributes. But the
separating equilibrium yields a lower payoff to both types8 and is therefore ruled out by
our selection criterion. The separating equilibrium selection yields the same comparative
statics, except that now there is no influence of the initial reputation.9

Assumption 1 ensures that there exists e∗ in (0, 1) satisfying

ve∗ −
(
c

β

)
+ µ(v − v̄) = 0. (1)

Then in equilibrium, the high type contributes if and only if:

e > e∗.

When e ≤ e∗, the “unethical or immoral equilibrium”, in which a = 0 is always
selected, prevails. When e > e∗, the “ethical or moral equilibrium”, in which type v
chooses a = 1, obtains (and is actually the unique equilibrium).

Proposition 1 The moral type contributes if and only if

ve−
(
c

β

)
+ µ(v − v̄) > 0.

Immoral behavior is encouraged by a low image concern (low µ), a good initial repu-
tation (high v̄), a low self-control (low β), a high cost of moral behavior (high c), and a
low perceived social benefit from moral behavior (low e).

In the following we discuss the plausibility of our modeling assumptions in light of
empirical evidence.

7This is for instance implied by refinement D1, but this refinement is stronger than needed here.
8For the low type, µ · 0 < µv̄, and for the high type ve− (c/β) + µv < µv̄.
9By contrast, one obtains a role for a certain type of excuse, the inability to pick a = 1, which does

not arise in the selected equilibrium. Suppose that with probability x, only {a = 0} is doable, and that
the audience will not know whether the choice set was {a = 0} or {a ∈ {0, 1}}. The condition for moral
behavior is still given by (1) under the selected equilibrium, but becomes

ve−
(
c

β

)
+ µ(v − ṽ) > 0

under the separating-equilibrium choice, where ṽ ≡ xρv/[1 − (1 − x)ρ] ∈ (0, v̄) if x ∈ (0, 1): the better
the excuse (the higher x is), the less moral the behavior.
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2.2 Supportive evidence

Social and self-image concerns (µ) play a central role for our model, as well as for a whole
class of related signaling models (e.g., Bénabou-Tirole, 2006, 2011, 2012). Social image
refers to reputational concerns vis-à-vis others, e.g., in terms of a desire to be liked and
well regarded by peers. Higher levels of social image concerns are predicted to positively
affect moral behaviors. An example for supporting evidence is provided by Ariely et
al. (2009). In their “Click for Charity” experiment subjects can donate to a charitable
organization by repeatedly clicking two keys on a computer keyboard. They find that
participants provide significantly greater effort in the presence of an audience than in
private.

Self-image concerns, in contrast, are purely self-directed and refer to the self-awareness
of congruency between internal standards or values and the self (e.g., in light of current
behavior). Thus, higher levels of self-awareness (µ) should favor behaviors that are com-
patible with salient (moral) standards compared to states where attention is directed away
from the self.10 Consistent with this notion, experimental evidence in psychology suggests
that self-awareness fosters fairness and honesty if moral standards are salient (Batson et
al., 1999), decreases transgression rates for children (Beaman et al., 1979) and inhibits
cheating in a performance test if moral standards (in contrast with competence standards)
are salient (Diener and Wallbom, 1976; Vallacher and Solodky, 1979). To provide a more
direct test for the relevance of self-image (µ) in the context of our model, and signaling
models in general, Falk and Tirole (2016) have run a simple binary choice experiment.
In the experiment participants can choose to exert a negative externality in return for
a monetary reward (a = 0), or not to exert the negative externality (a = 1). In the
main condition µ is exogenously increased by exposing participants to their “self-image”
through videotaping them in real time. Relative to control treatments where participants
do not see their face, the likelihood of exerting the negative externality is significantly
lower.

The model predicts a higher likelihood of unethical behavior in the presence of a high
initial reputation (high v̄). In other words, present behavior is affected by previously
aspired identity, potentially giving rise to “moral cleansing” as well as “moral licensing”
effects (Merritt et al., 2010). The former describes enhanced moral activity in situations
where moral self-worth has been threatened (Zhong and Liljenquist, 2006). In contrast,
the latter suggests that salience of previous good behavior discourages moral action. There
is ample evidence on moral licensing in the domains of political incorrectness (Bradley-
Geist et al., 2010; Effron et al. 2009; Merritt et al., 2012; Monin and Miller, 2001),
selfishness (Jordan et al., 2011; Khan and Dhar, 2006; Mazar and Zhong, 2010; Sachdeva
et al., 2009), dieting (Effron et al., 2012) and consumption choices (Khan and Dhar,
2006). Monin and Miller (2001), e.g., study a hypothetical hiring decision: Subjects who
had been able to demonstrate non-prejudiced attitudes were subsequently more likely to
express the belief that a (police) job is better suited for a White than a Black person.
Similarly, Effron et al. (2009) show that after being given the opportunity to endorse
Obama, participants were more likely to favor Whites than Blacks. Sachdeva et al. (2009)
show licensing effects in the realm of altruism. They find that after being asked to write

10For more details, see literature on Objective Self-Awareness Theory (Duval and Wicklund, 1972).

7



a self-relevant story including positive (negative) traits, participants donate less (more)
to a charity.

Our model predicts a positive correlation between moral behavior and self-control
(β). Intuitively, morally demanding decisions often imply the trade-off between immedi-
ate gratification (e.g., money), and costs accruing in the future, e.g., in terms of lower
self-image or reputation. When facing such trade-offs, individuals lacking self-control
(low β) will be more tempted to engage in immoral behaviors. This implication of the
model is supported by numerous empirical studies. Achtziger et al. (2015), e.g., show
that participants who are ego depleted share significantly less money in a dictator game
compared to non-depleted participants. Ego depletion is a manipulation, which con-
sumes self-control resources and favors impulsive behavior (Baumeister et al., 2007).11

Related evidence shows that lack of self-control fosters socially inappropriate actions such
as dishonesty (Gino et al., 2011; Mead et al., 2009), criminal behavior (Gottfredson and
Hirschi, 1990), and undermines cooperation (Osgood and Muraven, 2015). Neuroscientific
evidence further suggests that an inhibition of self-control (dorsolateral prefrontal cortex)
through transcranial magnetic stimulation induces more selfish behavior (Knoch et al.,
2006). Burks et al. (2009) measure β and the standard discount factor δ in price list
experiments in a sample of truck drivers. They report positive correlations with both β
and δ, and the level of individual cooperation in simple spell out games. Similarly, in a
preschool children sample (Bartling et al., 2012), β is significantly positively correlated
with prosocial behavior12 in every day life. Using self-reported measures of self-control
(Rosenbaum Self-Control Schedule), Martinsson et al. (2012) find that lack of self-control
is associated with lower offers in dictator games.13

Many papers show that moral or prosocial behavior is sensitive to the cost of moral
behavior (high c). In public goods games, e.g., the cost of providing a positive externality
is inversely related to the level of cooperation (Goeree et al., 2002; Gächter and Herrmann,
2009). Likewise, the willingness to exert altruistic punishment in public goods games with
a subsequent sanctioning stage decreases in the cost of punishment (Egas and Riedl, 2008,
Nikiforakis and Normann, 2008). A recent meta-analysis of dictator game behavior also
shows that stake size matters. Using data on 158 treatments that explicitly varied stake
size, Engel (2011) finds that higher stakes reduce the willingness to give, i.e., if more
is at stake dictators keep more for themselves, both in absolute and relative terms. A
final example that uses a binary moral decision, as modeled here, is provided in Falk and
Szech (2013, 2014, 2015). In their experiment subjects face the morally relevant decision
to either kill a mouse in return for money, or to save the life of a mouse and to receive no
money. In several treatments subjects were facing a price list with increasing monetary
amounts offered for the killing option, and no money for saving the mice. In other words,
for higher prices offered the cost c of acting morally is increasing. In line with the model

11In this sense, Baumeister and Exline (1999) have actually coined self-control as the “moral muscle”.
12This is measured using the prosocial sub-facet of the Strength and Difficulty Questionnaire (own

calculations. We thank Fabian Kosse).
13Note that the relation between self-control and moral behavior is ultimately rooted in what constitutes

prepotent responses or fundamental impulses: selfishness or pro-sociality. The view expressed here is that
selfish impulses need to be controlled, akin to the “Freudian” notion that the (super-)ego needs to override
the fundamentally selfish human nature. The scientific dispute about fundamental impulses, however,
is not resolved. Rand et al. (2012), e.g., argue that people are predisposed to acting pro-socially, and
become self-interested only after reflection and reasoning.
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assumption, the likelihood of acting morally strongly decreases in c.

The fact that the level of the externality or social benefit (e) affects prosocial decision
making is well documented, in particular in the literature on cooperation and voluntary
contribution to public goods (Kagel and Roth, 1995, Chapter 2). A particularly clean
study that disentangles higher external return (gain for each other person) and internal
costs (cost for subject) is Goeree et al. (2002). They find that a higher external return is
associated with higher contributions. A nice field application of the relevance of perceived
social benefits is Gneezy et al. (2014). They show that donations to charity decrease when
overhead increases. Moreover, informing potential donors that overhead costs are covered,
significantly increases donation rates.

2.3 Demand for moral opportunities

Comparing the objectives of the ex-ante self and the ex-post one, we can point at two
wedges:

a) The self-control problem acts against moral behavior in a way that may make it de-
sirable to tilt the balance toward moral behavior. For instance, one would like to refrain
from retaliating against or yelling at friends and relatives, but be concerned about im-
pulsive behavior in this respect. Image investments can therefore be viewed as just any
other form of investment, justifying standard strategies to thwart impulsive behavior.14

b) Image concerns behind the veil of ignorance create a “zero-sum game” or generate
investment in a “positional good”. They promote pro-social behavior, but perhaps too
much from the point of view of the ex-ante self, who would then want to avoid situations
in which he will feel compelled to act prosocially.

Let us ask ourselves: would the individual, behind the veil of ignorance (not knowing
her type), want to face a restricted choice {a = 0}?

The ex-ante self has utility E[(ve− c)a+ µv̂(a)]. Oversignaling for instance occurs if
condition (1) holds: ve − c/β + µ(v − v̄) ≥ 0, but ρ(ve − c + µv) + (1 − ρ) · 0 < µv̄, or
equivalently ve− c < 0.

Proposition 2 The ex-ante self feels that his ex-post incarnation will oversignal if e > e∗

and ve− c < 0. Oversignaling may therefore occur when:(
c

β

)
− c < µ(v − v̄). (2)

There is undersignaling if e ≤ e∗ and ve− c > 0, which may therefore occur when (2) is
satisfied with the reverse inequality.

Remark : We have assumed that the warm glow term is not subject to hyperbolic discount-
ing (or at least lingers longer than the perceived cost). We could have made the opposite
assumption, in which case moral behavior would require (ve− c)/β+µ(v− v̄) > 0. There
would then always be oversignaling.

14For example, the use of personal rules (see Bénabou-Tirole 2004).
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3 Narratives

This section introduces the role of narratives, and their implications for moral behavior.
Narratives are stories we tell ourselves or others to make sense of reality (Bruner, 1991).
As is widely accepted, narratives are central to human existence, and have consequently
been studied in various fields including psychology, history, sociology, criminology and the
humanities. In modern personality psychology narratives are considered as integral part
of human personality. In McAdams’ three-tiered personality framework, e.g., personality
is modeled as an interplay between dispositional traits, characteristic adaptations and
life stories, where the latter provide life with a sense of meaning, unity and purpose
(McAdams 1985, 2006).

Here, we seek to introduce the notion of narratives into economics with a particular
focus on their specific role in legitimating harmful action.15 In short, when facing morally
demanding choices, narratives provide an interpretative framework allowing favorable rep-
resentations of action and consequences as complying to moral standards, when in fact
violating these standards. In particular, stories of “neutralization” (Sykes and Matza,
1957), i.e., denial of responsibility, injury or victim, condemnation of the condemned and
appeal to higher loyalties allow actors to convince themselves that their actions are not
violating norms or standards they are otherwise committed to. In this sense, narratives
can be understood as a form of “moral lubricant” (Presser and Sandberg, 2015 p.288).
Narratives originate both from the individual and cultural level. They can be understood
as “psychosocial constructions, coauthored by the person himself or herself and the cul-
tural context within which the person’s life is embedded and given meaning” (McAdams,
2001 p.101). Importantly, these stories need not be true in an objective sense to nev-
ertheless powerfully influence a person’s behavior and judgment (see, e.g., Haidt et al.,
2009).

Our account of narratives is deliberately simple and not meant to offer a comprehensive
account of the phenomenon as such. Instead we provide a version parsimonious enough to
be included in a model of self-image concerns and moral behavior. It captures the essential
feature that narratives may not be true, but contain some grain of truth or subjective
plausibility to credibly reframe the decision allowing decision makers to maintain the self-
image of being a decent person despite acting immorally. We assume that the narrative
is given, supplied by a third party. It can be a “narrative entrepreneur”, a partisan of
a = 0; or some cultural or situational context.16 Alternatively, the individual may have
“authored” the narrative herself. The analysis is then similar, but slightly more complex
as it depends on when the narrative is acquired. The simplest case is when it was acquired
“behind the veil of ignorance”, that is before knowing her type. Then the analysis is the
same as below (the search for a negative narrative can then be justified by a concern
for oversignaling, as in condition (2) and that for a positive narrative by a concern for
undersignaling). The case in which the individual already knows her type when searching
for a negative narrative is more complex because the very search or presence of an excuse
signals something about the type.

15Our focus is on “negative” narratives. We will return to the positive role of narratives in the context
of moral development in section 4.

16Glaeser (2005) formalizes the notion that politicians seek to expand political power in sowing hatred
against a minority through means of creating and spreading stories.
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To formalize narratives suppose the decision maker receives a negative narrative telling
her that the externality may not be that important anyway, or that she is not causing it.
The narrative “N” is received always when there is no externality and with probability z
when there actually is one, implying that the narrative contains a grain of truth or has
some minimal plausibility. Thus the received signal σ is either “N” (narrative) or “1”
(there is an externality). The information structure is depicted in Figure 1. Thus with

probability e(1−z) (no narrative), the high type contributes, since v−
(
c
β

)
+µ(v− v̄) > 0,

from Assumption 1.

level of externality: 0 1 
 
 
    
 
 
signal σ :  N 1 

(1 )− e ( )e

1− zz

Figure 1: Information structure (negative narrative)

Let us assume that
e > e∗

so that in the absence of a signal (or equivalently, z = 1, which confers the lowest possible
credibility on the “narrative”), the individual behaves morally.

If e1 ≡ ez
[ez+1−e] is such that

ve1 −
(
c

β

)
+ µ(v − v̄) ≤ 0 or e1 ≤ e∗ < e (3)

then the narrative, although possibly very weak (z may be close to 1), is powerful as it
eliminates any contribution.

Note that an excuse affects the individual’s image and not only her incentive. The
direct effect of an excuse is the decreased worthiness of the cause (a decrease in e), that
reduces her motivation to contribute. The indirect effect operates through equilibrium
behavior: The absence of contribution (a = 0) now carries less stigma, as the induced
reputation is v̄ instead of 0. Both effects go in the direction of reducing the contribution.

Proposition 3 Suppose that the negative narrative leads to posterior belief e1, where
e1 ≤ e∗ < e. The ex-ante probability of moral behavior falls from ρ to e(1 − z)ρ. Thus
even weak narratives (z close to 1) can have large effects on moral behavior.

3.1 Applications

This simple result on effective narratives sheds light on a large number of empirical reg-
ularities, both from the field and the lab. We discuss a few of these in the following,
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focusing on narratives that downplay the externality, reduce the perception of being piv-
otal, magnify the cost of acting morally, or lead to omission bias as well as action and
information avoidance (moral wiggle room).

(a) Countless narratives, sometimes backed up by pseudo-scientific insight17, downplay
the externality inflicted on third parties in suggesting that the victim is undeserving, that
violence against the victim is an act of “self-defense”; or using allegations of conspiracy,
power and control. To illustrate, consider the case of religious narratives lending interpre-
tative support for the Indian removal policy and atrocities in nineteenth century America.
Keeton (2015) convincingly argues that with recourse to the Exodus narrative from the
Old Testament, Native Americans were casted “as characters in a biblical script” (p.126),
a framing that endorsed the Indian Removal Act of 1830, ultimately legitimizing the harm
of their removal. In his detailed analysis he identifies specific references drawn from the
Bible: The Exodus story signifies America as the New Israel (doctrine of discovery), the
story of creation motivates subduing tribal lands, and the story of Jacob and Esau serves
to reduce the target and to deny harm. In sum, these narratives supported removal in
portraying Native Americans as “deserving” relocation “as people who failed to uphold
the divine mandate to till the soil” (p.144). A recent field study on the Rwandan genocide
provides another illustration of the power of narratives: Yanagizawa-Drott (2014) studies
the role of state-sponsored propaganda against the Tutsi minority. Using variation in ra-
dio coverage and violence, he estimates that about 10 percent of the overall violence can
be attributed to “hate radio”. An infamous historical example concerns the Protocols of
the Elders of Zion, the most widely distributed antisemitic publication of modern times.
The Protocols are fiction but have turned out to “credibly” blame Jews for conspiracy
and other ills, rendering fighting them a “legitimate act of self-defense”.18

Narratives of downplaying externalities are often encoded in wording and language.
Using “dehumanizing language” Nazi ideology, e.g., degraded Jews and other victims to
a “lesser” race and a “subhuman” level, facilitating their killing (Levi, 1988; Zimbardo
2007; Bandura 1999; Glover 2012; Petrinovich and O’Neill 1996). Likewise, euphemistic
labeling by means of “sanitizing language” is used to camouflage morally problematic
activities (Gambino, 1973). Examples comprise soldiers “wasting” people rather than
killing them, referring to bombing missions as “servicing the target” or attacks as “clean,
surgical strikes” leading to “collateral damage” in case civilians are killed; framing re-
actor accidents as a “normal aberration” or lies as “a different version of the facts” as
in the Watergate hearings (see Gambino, 1973, and Bandura, 1999). Finally, note that
reinterpretation by language is also key in understanding “moral framing” effects. Slight
semantic shifts in an otherwise identical choice problem have been shown to systemati-
cally affect moral judgment. An example is the so-called Asian disease problem, where
differences in outcomes stem from framing a decision either as “lives saved” or “lives lost”
(Kahneman and Tversky, 1984).

(b) Narratives often suggest lack of responsibility alluding to not being pivotal : “If I do
not do it, someone else will”. This consequentialist reasoning reflects the idea that the

17An example is the “scientific” support of global warming being a natural phenomenon, rather than
being being manmade.

18See also the literature on blaming and scapegoating, which are narrative based forms of reinterpre-
tation of victims, in an attempt to reduce perceived externalities (Darley 1992, Glick 2002).
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expected externality exerted by one’s immoral behavior is reduced if the third party is
likely to be hurt by someone else anyway. The classic example for the logic of diffusion of
responsibility is the so-called bystander effect (Darley and Latané, 1968, and for a recent
meta study Fischer et al., 2011). Typical bystander experiments study pro-social behav-
iors such as helping behavior in response to a staged emergency (e.g., the experimenter
becomes injured). These studies often find that aggregate helping behavior is inversely
related to group size. Subjectively plausible narratives in this context are that someone
else will probably take responsibility, that other group members are more qualified to
help, or that helping may result in negative legal consequences. A particularly striking
historical example for the diffusion of responsibility is reported in Lifton (1986). He in-
terviewed German doctors stationed in Auschwitz. They were operating in a nightmarish
environment with one of their objectives being to “select” between prisoners who would
be allowed to live and those who would be gassed right away. One of the frequently
made justifications for the obvious evil was that the “horrible machinery would go on”,
regardless of whether or not a particular doctor would continue to participate.19

(c) For low externality and low pivotality, the excuse relates to the possibility of minor
consequences. Alternatively, we could have formalized an excuse as a magnification of
the cost c. “I only followed orders” or “I had a bad day” reminds the audience (self or
external) that there was a non-negligible personal cost to behaving ethically.

(d) A further application concerns acting by omission vs. by commission. Many people
share the intuition that, e.g., withholding the truth is not as bad as lying, or that stealing
from a poor person is worse than not supporting him. We generally consider harmful
omissions morally more acceptable than committing harmful acts, even if consequences are
identical (Baron and Ritov, 2004). There is a vivid debate in philosophy, psychology, and
law20 about why we draw a distinction between omission and commission. As discussed
in Spranca et al. (1991), omissions may result from ignorance while commissions usually
do not, as the latter involve stronger effort, intention and attribution of causality. A well-
known questionnaire study in this context asks subjects about rating a new vaccination
showing that subjects favor inaction over statistically preferable action (Ritov and Baron
1990). Similarly, in Spranca et al. (1991) subjects read scenarios involving either an
omission or a commission. Subjects are then asked to judge the morality of the actor in
the given situation.21 They often rated these scenarios, subjects often rated the harmful
omission as less immoral than the harmful commission.

These findings mirror the moral intuition that failing to disclose privately-held infor-
mation is less damaging to self- or social-esteem than a deliberate misrepresentation of the

19We will return to the issue of diffusion of being pivotal in section 6 on organizational design.
20In fact, the law treats the two differently (Feinberg, 1984). In American constitutional law, e.g.,

people have a right to withdraw life-sustaining equipment but no right to physician-assisted suicide
(Sunstein, 2005).

21The context is a tennis tournament where the actor plays against another tennis player who is known
to be the better player and having a particular allergy. The night before the match they meet for dinner.
The actor, but not the other tennis player, knows that one of the possible two dishes contains an allergic
substance. In one scenario the other player orders the allergic one and the actor does nothing to influence
this decision. In the other scenario the other player orders the non-allergic one but the actor recommends
the allergic dish to him. In both cases, the other player gets a bad stomach ache and the actor wins the
tournament, i.e., outcomes are identical.
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truth, even if the two behaviors have similar consequences. In our mind, the key difference
between the two is the ex-post plausibility of an excuse. In the case of an omission (“I
forgot”, “I did not draw the connection”, “I was in a rush”22, and even “OK, but I did not
lie”) behavior can be interpreted as mere thoughtlessness (see also Spranca et al., 1991).
In contrast, the act of fabricating/enouncing false evidence is much harder to rationalize
other than as a deliberate act to deceive the other party. In the framework of the model,
the reputational inference of an omission is weaker than for an act of commission.

(e) Moral wiggle room. In the presence of a morally demanding choice problem, people
tend to avoid action or information. An intuitive example is changing sidewalks to avoid
being confronted with a beggar. This intuition is supported by a series of papers on action
and information avoidance. Dana, Weber and Kuang (2007), e.g., study a dictator game
with hidden information about consequences. Although uncertainty can be resolved at no
cost, many subjects choose to remain ignorant. In comparison to an otherwise identical
dictator game without uncertainty about consequences, decisions in the hidden informa-
tion treatments are significantly less prosocial. Relatedly, subjects avoid environments
in which sharing is possible (Lazear, Malmendier and Weber, 2012 and Oberholzer-Gee
and Eichenberger, 2008), or delegate decision rights to a principal-friendly decision-maker
(Hamman, Loewenstein and Weber 2010, Bartling and Fischbacher, 2012). In both cases,
prosocial behaviors are significantly less frequent in comparison to identical games that
do not allow for action avoidance. In terms of our model, the unwillingness to learn the
state of nature or to avoid/delegate choices can have one of two foundations:

a) The choice is made at a moment at which the agent does not yet know his type (v
or 0). Then he wants to avoid having to self-signal if, as we saw in Proposition 2,
(c/β) − c < µ(v − v̄), that is if he will feel compelled to act nicely if confronted with
the opportunity. There are then two possible strategies:

– avoiding actions, by eliminating the pro-social option (the action set is re-
stricted to a = 0). This is the strategy of changing sidewalks so as not to be
confronted with the beggar.

– avoiding information, making a = 0 the equilibrium, as in the experiments on
information avoidance.

b) The agent uses a feeble, but undebunked narrative (“I may not have hurt the other”,
“Someone else did it”) to rationalize away the antisocial action. For instance, one may
want to delegate the decision to an agent for “legitimate” reasons (eliciting a second
opinion, delegated expertise). This explanation raises the issue of fragile excuses, and
of the failure to debunk the narrative. This will bring us to a discussion of whether
narratives are likely to be examined (see Section 3.3).

22A nice example of using the narrative excuse of being in a rush is the study of Dana et al. (2007) who
show that subjects in a dictator game give less when facing a non-binding time constraint. If subjects do
not decide in due time they automatically give nothing, an act of omission.
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3.2 Sharing narratives

An intriguing consequence of narratives in the context of agents with image concerns is
people’s preference to share their narratives with others. Intuitively, if a decision maker
misbehaves and learns an excusing narrative, his reputation vis-à-vis others will improve
if these others know about the narrative as well. Our model thus provides a reputation-
based mechanism for the fact that narratives, and moral judgments in general, will spread
through the population (Haidt et al., 2009): Once a narrative exists it will “spread out over
time and over multiple people”, and it will “circulate and affect people, even if individuals
rarely engage in private moral reasoning for themselves” (Haidt, 2001, p. 828-829).

The social-interaction context considered here involves a single decision-maker with an
audience watching him. The reputational term reflects the desire to gain social prestige
vis-à-vis peers. In a first step we assume that only one individual, the agent, has a decision
on a pro-social action. Let us compare two situations, assuming, say, that the audience
(the peers) either does or does not receive the narrative:

(i) Shared narrative. Peers know whether the individual has received the negative narra-
tive or not (on top, of course, of observing a). Then the immoral equilibrium under
the negative narrative prevails if and only if e1 < e∗ (see above).

(ii) Privately-known narrative. Peers do not know whether the individual has received a
narrative. Let vL ≡ ρ[1− e(1− z)]v/[(1− ρ) + ρ[1− e(1− z)]] denote the expectation
of the agent’s type conditional on a = 0 and on being in an equilibrium in which the
v type does not contribute when receiving the negative narrative. Note that vL < v̄,
and so type v contributes when (secretly) receiving narrative N if

ve1 −
(
c

β

)
+ µ(v − vL) > 0. (4)

This means that the absence of narrative sharing puts more pressure on the individual
to contribute. Immoral behavior is facilitated by a shared narrative, which provides the
individual with an “excuse” for not contributing.

Proposition 4 When (4) is satisfied, the individual, regardless of her type, is strictly
better off when the narrative is shared than when it is not (disclosure is irrelevant when
(4) is violated).

Self-serving disclosures. We have assumed that the disclosure of the narrative, if any,
comes from a third party who is unknowledgeable about the individual’s type. Suppose
by contrast that the individual herself chooses whether to disclose the narrative, and that
disclosure involves an arbitrarily small, but positive cost. Because the moral action a = 1
can only come from the high type, no disclosure will ever be associated with the moral
action. Next consider the immoral action a = 0, for which the high and low types have
exactly the same payoffs. In equilibrium, both types disclose the narrative (if there is
one) to the peers and thereby obtain utility µvL.
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Viral spreading of negative narratives. This last observation can be used to show how
narratives can spread endogenously to generate immoral behavior. Suppose that agents
i = 1, 2, . . . pick ai ∈ {0, 1} sequentially and that agent i cares about his image vis-à-
vis agent i + 1 (the same reasoning would still work if he cared about the opinion of
all other agents). For simplicity, we will assume that an individual, when passing on
the negative narrative, does not internalize the induced changes in behavior of other
individuals: She only aims at preserving her reputation vis-à-vis the next peer. If agent
1 receives or conceives the negative narrative, then agent 1 behaves immorally and passes
it along to agent 2 as long as the cost of doing so does is small enough. In turn, agent 2
behaves immorally and passes it along to agent 3 and so forth. Thus a negative narrative
can spread virally and generate a cascade of morally questionable behaviors. We think
that the proposed mechanism for the endogenous dissemination of narratives provides an
important insight as to why “ideologies develop their own legs” (Glick, 2002 p. 137),
potentially transforming belief systems of groups and societies.

3.3 Debunking and upholding a shared narrative

We now add the possibility of examining the narrative. Suppose at cost ψ (perceived as
ψ/β due to present-biased preferences), the individual can find out whether the narrative
really makes sense (in which case the externality is 0) or not (in which case the externality
is 1, say).

Does the high type want to examine the validity of the narrative? We can entertain
various assumptions concerning what the individual knows and/or recalls, with qualita-
tively similar results. Let us assume that the individual is aware of his type when choosing
whether to question the narrative and that the debunking choice is not observed by the
audience (social signaling, or self-signaling with imperfect memory about this choice).
Let the debunking choice be made by the date-1 self. The no-investigation, no-prosocial
behavior equilibrium exists if and only if the high type does not want to investigate in a
pooling situation in which none of the types questions the narrative.

e1

[
v − c

β
+ µ[v − v̄]

]
≤ ψ

β
. (5)

Application: One interpretation of ψ is the nature of the choice context the decision maker
is facing: The complexity of the decision problem, distraction and lack of attention, or
simply time pressure may create effective constraints on the feasability of examination.
Alternatively, ψ can be understood as an individual-specific skill parameter: Investigating
whether a narrative actually makes sense requires reflection, which may be limited by
available cognitive skills. This interpretation would imply a positive correlation between
cognitive skills and moral behavior.23 Suggestive evidence is provided in Deckers et al.

23There are two caveats with respect to expecting a general link between cognitive skills and moral
behavior, however. First, in case of self-constructed narratives (see section 3), more intelligent people may
be more creative in making up a convincing narrative to start with. Second, if narratives are promoting
moral behavior, rather than serving as an excuse for doing bad (as we study in section 4), debunking
narratives would imply a negative correlation between IQ and moral behavior.
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(2016) who show that more intelligent subjects are less likely to engage in immoral decision
making than subjects with lower IQ.24

4 Moral development and imperatives

4.1 Narratives vs. imperatives

This section models the formation of morality as a persuasion game between an agent
and a principal. The latter can be thought of as an ex-ante incarnation of the individual,
a parent, society, or as political or religious leaders. Depending on his objectives, the
principal wants to generate a particular behavior from the agent. At the principal’s
disposal lie several routes of persuasion. A narrative is like earlier an argument that the
agent may use to reach a decision. It can be defined as a signal regarding the parameters
such as externality, cost or visibility of behavior. In contrast an imperative refers to a
recommended behavior (e.g., to a = 1). It does not focus on the motive for the decision,
but on the decision itself; it is a moral precept to behave in a certain way.

Both narratives and imperatives are commonly used to instill moral behavior. Nu-
merous scholars have argued that oral, written, and cinematic narratives are essential
components of “effective moral education” (Vitz 1990, p. 709).25 Imperatives, in con-
trast, do not take the form of stories, they are commands of the form “Thou shalt not
kill” or “Thou shalt not lie”, as codified in the Ten Commandments. The notion of imper-
atives is reminiscent of deontological or rule-based moral reasoning, famously put forward
by Immanuel Kant. An essential difference between utilitarianism/consequentialism on
the one side and deontological normative theories is that in the former only consequences
(pleasure, happiness, welfare) conceivably justify moral decision making, whereas the lat-
ter postulates a categorical demand or prohibition of actions, no matter how morally good
their consequences: what makes a choice right is its conformity with a moral imperative.26

The tension between these concepts has been illustrated in the Trolley or the Transplant

24They also find that the damaging effect of markets on morality reported in Falk and Szech (2013) is
less pronounced, the higher subjects’ IQ. Further evidence is reported by Corgnet et al. (2016) showing
a positive correlation between the outcomes in a Cognitive Reflection Test (CRT) and altruism in simple
non-strategic decisions. Based on a globally representative survey data set, Falk et al. (2015) find that
cognitive skills are positively correlated with altruism, and that the likelihood of donating money, helping
a stranger or volunteering time are all significantly increasing in the level of cognitive skills.

25The psychological rationale for the importance of stories (think, e.g., of children’s stories and fairy
tales or movies portraying moral heroes) in developing pro-social conceptions is that they allow identi-
fication and self-representation, increase empathy and awareness, and provide positive role models, see,
e.g., Bennett 1993, McAdams and Koppensteiner 1992, Tappan and Brown 1989, Mar and Oatley 2008,
Johnson 2012. See also the empirical literature on moral persuasion in experimental economics, e.g., Dal
Bó and Dal Bó (2014), and references therein.

26The discussion about these two main lines of thought in occidental moral philosophy is, of course,
much more involved, see Alexander and Moore (2015). For example, imperatives (or rules) as modeled
here are not unconditionally justified, in contrast to deontological reasoning. Our notion is more akin to
so-called rule-consequentialism which understands an act as morally wrong if it is forbidden by rules that
are justified in terms of their consequences. Similarly, philosophers (starting with John Stuart Mill and
more recently in Hare, 1993, and Cummiskey, 1996) have suggested a teleological reading of the categorial
imperative, as a means to produce the best overall outcome.
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problem, where the act of killing one implies saving many. While consequentialist rea-
soning requires killing (throwing a man in front of a trolley to stop it; killing the healthy
patient to use his organs), deontological reasoning calls for obeying the imperative not to
kill, regardless of the consequences and without reference to any ends. Empirically, both
notions co-exist.

In the formal analysis below, the principal issues a narrative or an imperative (or
the two). We show that imperatives can emerge in a population of purely utilitarian
individuals, and unveil the factors that are conducive to their existence. These factors
stem from both demand and supply, i.e., characteristics of agent and principal.27 First,
imperatives are effective only if issued by highly trusted principals, while everyone can use
the narrative route to attempt to persuade. Second, imperatives, precisely because they
focus directly on the decision, do not let the agent adapt her behavior to contingencies;
they therefore imply some rigidity in decision-making. Third, relative to narratives, the
cheap talk nature of imperatives makes them less fragile to interpretation uncertainty or
to the threat of debunking. Fourth, imperatives allow to pool states in which the agent
would be reluctant to behave in the recommended way with other states where he would
be eager; imperatives thereby expand the scope for the desired behavior.28 On the demand
side, the agent, like in any communication game, will be more influenced by the principal
if they are more congruent. Also, Proposition 2 suggests that, if the communication game
occurs at date 0 (that is, involves the ex-ante self and an external principal), the agent
will be more receptive to messages leading to a = 1 if she is more hyperbolic and has low
image concerns (β and µ are low).

The theoretical predictions map into several empirical findings, but also suggest new
avenues for empirical research. For example, in moral dilemmas such as the Trolley prob-
lem there is a puzzling coexistence of deontological and consequentialist reasoning. While
from a consequentialist perspective it is clearly preferred to kill one in order save five,
many people’s intuition prohibits the act of killing. Likewise, no general consensus is
reached when it comes to so-called repugnant goods (Roth, 2007). While advocates of
markets for organs, sex or surrogate mothers highlight potential welfare gains, skeptics
refer to the imperative not to treat humans as a means, but always as an end in itself.
The inherent rigidity of imperatives is connected to the rules vs. discretion idea. In this
sense, imperatives can be viewed as some moral heuristic that works well in many cases
but may misfire or actually produce moral mistakes, at least from a utilitarian point of
view (Sunstein, 2005). The relation between imperatives and low levels of self-control and
self-image, draws a possible connection to imperatives as commitment devices: sticking
to simple behavioral rules may help attenuating the undersupply of moral behavior re-
sulting from an agent’s present bias or lack of self-image. A minimum of congruence as a
prerequisite for imperatives suggests why imperatives might work better in parent-child

27Kant has formulated his categorical imperative from both perspectives; agent (“act only in accordance
with that maxim through which you can at the same time will that it become a universal law.” (Kant,
1785, 4:421)) as well as principal (“the Idea of the will of every rational being as a will that legislates
universal law” (Kant, 1785, 4:432)), i.e., both in terms of a universal law giver as well as universal law
followers (see Johnson, 2014).

28Other desirable features of imperatives that are not captured by our model (but could be) include
lower communication costs (it is often easier to define an action than to explain reasons why this action
is desirable) and, due to their 0/1 nature, easier monitoring of compliance.
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relations29 rather than between loosely related interaction partners. Likewise, moral au-
thority is a precondition for imperatives to work, which sheds light on why narratives are
common in the political arena, while religious leaders can also rely on imperatives.

4.2 Modeling

Suppose that the principal learns a narrative leading to posterior belief e, while the
agent does not. The prior distribution over e ∈ [0, 1] is F (e) with density f(e) and mean
EF [e] = e0, the prior mean probability that there is an externality. A convincing positive30

narrative is defined as one such that

e > e∗ > e0,

where, recall, ve∗−(c/β)+µ(v− v̄) = 0. So we assume for conciseness that good behavior
is not innate so that the agent does not behave prosocially unless prompted by a narrative
or an imperative: e0 < e∗.

The principal’s objective function, conditional on type v, is UP (e)a(v); similarly, the
agent’s utility when having type v is UA(e)a(v). We assume that UP (·) and UA(·) are
increasing affine functions and that, as depicted in Figure 2, the principal wants to pro-
mote pro-social behavior. Let eP < e∗ be defined by UP (eP ) = 0 and UA(e∗) = 0. We
will assume that the agent knows UP (·), i.e., how trustworthy the principal is. In what
follows, we will identify eP with the congruence between the principal and the individual:
eP = e∗ indicates perfect congruence; and as eP decreases, so does the level of congruence.

Figure 2: P and A’s preferences

For example, the principal may maximize a weighted average of the third party’s ben-
efit from a pro-social action and the individual’s ex-ante welfare (ex ante, the individual
discounts the future less than his present-biased self; furthermore, reputation is positional
and investments in a self- or social image is a zero-sum game):

Ev̄ [[we+ (ṽe− c)] a(ṽ)] ≡ ρ [we+ (ve− c)] a(v).

29Empirically, parents not only place high value on the utility of their children (corresponding to a low
weight w in the principal’s objective function, see below), they are also similar in terms of their preferences
(Dohmen et al., 2012). For models of intergenerational transmission of values see Bisin-Verdier (2001),
Dessi (2008) and Tabellini (2008).

30Similarly, a convincing negative narrative would be defined as one satisfying e < e∗ < e0.
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Weight w = 0 corresponds to parents maximizing their child’s welfare, w = 1
2

to a
utilitarian social planner and w = +∞ to a private entity or any party wanting to promote
pro-social behavior but having no empathy for the individual; w = −∞ would represent
an immoral entrepreneur with no empathy for the agent. In the context of this example,
we thus focus on a pro-social principal (w ≥ 0) for conciseness.

It may be useful to examine the conflicts of objectives. First, we see that the principal
desires more pro-social behavior than the agent’s ex-ante self. Second, comparing the
agent’s ex-ante and ex-post selves, the latter’s present bias creates an extra cost c1−β

β
,

leading to an undersupply of pro-social behavior from the point of view of the ex-ante self;
by contrast, the ex-post self’s image concern µ (v − v̄) leads to an oversupply of pro-social
behavior from the point of view of the ex-ante self. Thus strong image concerns and low
present bias create a demand against moral rules while weak image concerns and high
present bias create a demand for moral behavior.

The timing goes as follows. First, the principal chooses between disclosing the narra-
tive and issuing an imperative (say, “a = 1”), or both.31 The agent then selects a ∈ {0, 1}.

4.3 Uncertainty about interpretation/communication

Suppose that when faced with the narrative, the agent understands it with probability
x < 1 and fails to fathom the argument with probability 1−x (“babbling”); the probability
of understanding the narrative can be arbitrarily close to 1. The agent is unable to
distinguish between a narrative she does not understand and a meaningless narrative
that the principal can always provide regardless of the value of e.

For the moral imperative to be effective in equilibrium (i.e., trigger action a = 1 as
recommended), it must be the case that

(i) Anticipating obedience, the principal recommends a = 1 if and only if UP (e) ≥ 0,
or e ≥ eP .

(ii) The (high type) agent obeys the imperative. That is, she picks a = 1 when told so.
This requires that

M+(eP ) ≡ E[e | e ≥ eP ] ≥ e∗ (6)

Suppose that condition (6) is satisfied. If the agent is provided with a babbling
narrative, her posterior beliefs are, say, M−(eP ) = E[e | e < eP ] < e∗ and so she picks
a = 0.

The principal’s behavior is then optimal as a principal with information e ≥ eP prefers
UP (e) to what is obtained through the narrative (or for that matter through the combi-
nation of a narrative and an imperative), namely xUP (e) if e ≥ e∗, and 0 if e < e∗. By
contrast, there is no equilibrium imperative if condition (6) is violated. Provided that
x < 1, this is also the unique equilibrium under our Pareto selection criterion.

31See Dewatripont-Tirole (2005) for an analysis of rival modes of communication. In equilibrium, the
principal will not use both routes. Intuitively, disclosing the narrative on top of the imperative exposes
the principal to the risk of miscommunication described below. Conversely, the principal chooses the
narrative route only if the imperative route is ineffective. More on this below.
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We can also perform some comparative statics. Factors facilitating the emergence of
an imperative are:

(i) Congruence. Suppose that eP increases, then M+(eP ) increases and so (6) is more
likely to be satisfied.

Interestingly, the principal should not be viewed as too much of an advocate for pro-
social actions (that is, w should not be too high in the weighted-utility illustration of
UP (·)). To be convinced, the agent must perceive the principal as standing for her
interests. Principals who are too dogmatic about the course of action to be taken will
not be listened to.

(ii) Ability to make sound judgment (moral authority). Let the distribution of e be in-
dexed by a parameter ρ indexing the precision of the principal’s information. More
accurate narratives intuitively mean a spread in the induced posterior beliefs. If
∂M+(e, ρ)/∂ρ > 0, then condition (6) is more likely to be satisfied as ρ increases. This
condition is satisfied in the case of the uniform, Pareto and exponential distributions,32

or more generally when ρ denotes a rotation (
∫
edF (e, ρ) = e0 and e < eρ ⇒ Fρ ≥ 0

and e > eρ ⇒ Fρ ≤ 0) and Fρ(e
P , ρ) ≥ 0.

If we interpret ρ as a parameter of capability of good judgment, principals with high
moral standing (in the sense of safe judgment, not dogmatism as we just saw) are
more likely to be able to issue imperatives; narratives by contrast can be spread by
everyone.

(iii) Large expected externalities. Index the distribution by a shift parameter θ:F (e − θ)
with corresponding mean e0 + θ. Then, assuming that the hazard rate f/[1 − F ] is
increasing (as it is for familiar distributions), if θ1 < θ2

M+(eP , θ1) ≥ e∗ =⇒M+(eP , θ2) ≥ e∗,

so large expected externalities facilitate the emergence of imperatives.33

Proposition 5 Suppose that there is at least a slight probability of miscommunication of
a narrative. Then the equilibrium is unique. It features an imperative if M+(eP ) ≥ e∗,
and if M+(eP ) < e∗, a narrative if e ≥ e∗ and no communication otherwise.

An imperative is more likely when congruence is high, when the externality is likely to
be large, and when the principal is perceived to have sound judgment.

32Uniform: e ∼ U [e0 − ρ, e0 + ρ]

Pareto: 1− F (e, ρ) = (1/ρe)α(ρ) on [1/ρ,∞) where e0 = α(ρ)
α(ρ)−1

1
ρ .

Exponential: 1− F (e, ρ) = e−λ(ρ)(e−(1/ρ)) on [1/ρ,+∞) where e0 = 1
ρ + 1

λ(ρ) .

In all three cases, ρ denotes a rotation (with rotation points e0 for the first and the third, and above e0

for the second). For the last two examples, e should be interpreted as the magnitude of the externality
rather than a probability (so it can exceed 1).

33To show this, note that M+(eP , θ) = θ + M+(eP − θ). Furthermore, (M+)′ ∈ (0, 1) if the hazard
rate condition is satisfied.
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Combining narratives and imperatives

In Proposition 5 above, the principal uses either a narrative or an imperative, but not
both. This is because the narrative is a sufficient statistic for what can be known, and so
an imperative has no information value once the narrative has been disclosed. In practice,
morals and religions as well as upbringing processes combine a variety of narratives and
imperatives; for instance, a story about someone who has stolen or lied and had to regret
it badly, followed by a generalization to “thou shalt not steal/lie”.

The insights of this section still hold, except for a possible co-existence of narratives
and imperatives, once one allows for multiple narratives. Suppose for instance that there
are multiple positive narratives and that congruence is too small to generate a credible
imperative on a stand-alone basis. The principal may then start with one or several posi-
tive narratives, that raise the perceived level of congruence enough so that an imperative
becomes effective.

Providing a formal treatment of the narrative-imperative mix lies outside the scope of
this paper. In general, one will have to make assumptions on how narratives combine to
generate updated beliefs and how likely it is that they will be understood by the agent.
Here we content ourselves with a highly stylized example, whose only purpose is to make
the point that the principal’s optimal strategy may combine a narrative and an imperative.
Let ê be defined by M+(ê) = e∗, and suppose that eP < ê. Let the principal have a signal:
N , received when e < ê, and P , received when e ≥ ê. The principal can disclose this
signal (which will then be understood with probability equal to 1, say). Then disclosing
P induces the moral agent to contribute. Note that we could add a more precise signal,
say the true value e. But as in Proposition 5, the principal would not want to release this
second signal and would content himself with the imperative to contribute.

4.4 Demand for flexibility

Let us now consider the case of a privately informed agent. His information could be some
independent signal; alternatively, as will be formalized here, it could be some thought that
is generated by combining the disclosure of the narrative and the agent’s own experience
or information (by contrast, an imperative does not trigger such thinking).

Let us thus assume that provided with narrative e, the agent formulates externality
judgment σ distributed according to differentiable function G(σ | e) with EG(σ | e) = e
such that (i) an increase in e shifts the distribution of σ to the right in the sense of the

monotone-likelihood-ratio property G(σ|e2)
G(σ|e1)

is increasing in σ if e1 < e2 and (ii) σ is a

sufficient statistic for (σ, e).34 From (ii), UP and UA depend on σ, not on e. Let

V P (e) ≡
∫ 1

e∗
UP (σ)dG(σ | e)

denote the principal’s welfare under a narrative.

Let us find conditions under which an imperative exists. Let I ≡ {e | P picks the

34For instance, G(σ | e) = σ
e

1−e (so E(σ | e) = e) on [0, 1].
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imperative “a = 1”}. Obedience by the agent requires that

E[e | e ∈ I] ≥ e∗. (7)

To determine the set I of principal’s types selecting the imperative, note that picking
the narrative switches behavior from a = 1 to a = 0 whenever σ < e∗, and so equilibrium
behavior requires that

∆(e) ≡
∫ e∗

0

UP (σ)dG(σ | e) ≥ 0 for all e ∈ I, (8)

while ∆(e) ≤ 0 for e /∈ I (−∆ is the “value of information”). Also (8) is never satisfied
at e = eP :∫ 1

0

UP (σ)dG(σ | eP ) = UP (eP ) = 0 =

∫ e∗

0

UP (σ)dG(σ | eP ) +

∫ 1

e∗
UP (σ)dG(σ | eP )

where the first equality results from the linearity of UP ; and so ∆(eP ) < 0. Under the
monotone-likelihood-ratio property35, there exists e† > eP such that ∆(e) ≥ 0 ⇔ e ≥ e†

and so I ⊆
(
e†, 1

]
. This result is reminiscent of that in Bénabou-Tirole (2002), who show

that a more self-confident individual is more information averse. Here the more optimistic
principal selects the imperative, a form of information aversion.

We thus conclude that an imperative exists if and only if

M+(e†) ≥ e∗ where ∆(e†) = 0. (9)

Congruence. As congruence (again measured equivalently by eP or (−w)) increases,
the principal is more and more keen on delegating decision-making to the individual (e†

increases) and the probability that an imperative exists increases. However, conditional on
the existence of an imperative, the probability that it is chosen decreases with congruence
and tends to 0 as the two parties converge to perfect congruence.

Self-control. This analysis illustrates the ambiguous impact of self-control on the
possibility of an imperative. On the one hand, as the self-control problem worsens, the
principal is more tempted to go for an imperative ( e∗ increases and so e†(e∗) given by∫ e∗

0
UP (σ | e†)dG(σ | e†) = 0 decreases: I expands). On the other hand, at some point

the obedience condition M+(e†(e∗)) ≥ e∗ may no longer be satisfied as M+(e†) decreases
and e∗ increases. So a worsening self-control problem facilitates the emergence of an
imperative, but only up to a point.

35Recall that UP is affine; so let UP (σ) = ασ − γ. Then

∆(e) =

∫ e∗

0

(ασ−γ)dG(σ | e) = αG(e∗ | e)

[∫ e∗

0

σdG(σ | e)
G(e∗ | e)

− γ

α

]
= αG(e∗ | e)

[
e∗ − γ

α
−
∫ e∗

0

G(σ | e)
G(e∗ | e)

dσ

]
.

Finally, the monotone-likelihood-ratio property implies that G(σ|e)
G(e∗|e) is decreasing in e for σ < e∗, and so

∆(e2) > 0 if ∆(e1) ≥ 0 and e2 > e1.
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Proposition 6 Suppose that the individual can use private information to refine the prin-
cipal’s narrative and so imperatives have a cost in terms of flexibility. An imperative exists
if and only if M+(e†) ≥ e∗ where ∆(e†) ≡ 0.

The probability of an imperative is non-monotonic in congruence: An imperative re-
quires a minimum level of congruence; but beyond this level, the probability of an imper-
ative decreases with congruence (to converge to 0 for perfect congruence). The effect of
self control on imperatives is ambiguous.

5 The popularity of Kantians

5.1 Refraining from questioning moral imperatives

Viewed from a deontological perspective, imperatives have to be obeyed irrespective of
consequences or calculating cost and benefits. In the following we provide a rationale
for such rule-worship showing that even the very act of questioning the imperative, and
not only violating it, can be a dangerous strategy.36 The corollary of our analysis here
is that we do in fact more than is subjectively morally warranted, in pretending to be
more Kantian than we really wish to be. To study this, return to the basic framework.
Assume, for technical simplicity only, that UP does not depend on the agent’s type (e.g.,
UP (e) = e − κ, where κ is a constant). Letting as earlier eP be defined by UP (eP ) = 0,
the imperative corresponds to realizations e ≥ eP . Suppose that there are two varieties
of the high type v1 and v2, in proportions 1− λ and λ, so

v = λv2 + (1− λ) v1;

that the better type v2 is highly moral and, regardless of reputational incentives, always
chooses a = 1 when the principal so desires:

v2e
P − c

β
≥ 0.

Accordingly, type v1 will be called the “morally fragile type”. Suppose further that, if
the principal issues an imperative instead of disclosing e, the agent can still learn e at an
infinitesimal cost and that this questioning of the imperative is observable.

We look for an equilibrium in which

(i) The principal issues an imperative if and only if e ≥ eP .

(ii) The high type (whether v1 or v2) does not attempt to learn e and conforms to the
imperative (a = 1), while the low type also does not attempt to learn e and picks
a = 0.

36The argument here builds on Bénabou-Tirole (2009), in which asking for the price fetched in a
repugnant transaction backfires even if the deal is not concluded in the end. We here add the idea that
the agent can challenge an endogenous imperative set by a principal.
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(iii) Were the agent to learn e, an off-the-equilibrium-path event, society would form
posterior beliefs v = v1.37

For this to be an equilibrium, it must be the case that type v1 obeys the imperative:∫ 1

eP

(
c

β
− v1e

)
dF (e)

1− F (eP )
≤ µ

[
v − ρ(1− λ)v1

1− ρλ

]
. (10)

Second, type v1, if he acquired the information, would reveal his type. So he would pick
a = 1 if and only if v1e ≥ c/β. A sufficient condition (a necessary one if the information
cost is low enough) for v1 not to want to acquire the information∫ c

βv1

eP

(
c

β
− v1e

)
dF (e)

1− F (eP )
< µ (v − v1) = µλ (v2 − v1) . (11)

The left-hand side of this inequality stands for the flexibility benefit of being informed, in
that the agent does not feel compelled to behave morally when he does not really want to.
The right-hand side represents the opprobrium raised by a departure from Kantianism, a
cost that is borne even if the agent ends up behaving morally: Only morally fragile agents
would dare to even question the imperative.

Simple computations show that the RHS of (10) exceeds the RHS of (11). Because
the LHS of (11) exceeds the LHS of (10), condition (10) is verified if (11) is.

Proposition 7 Suppose that there are three types, as described above: The highly moral
type (who always wants to behave pro-socially), the morally fragile type and the immoral
type. Let the principal issue an imperative. Then the morally fragile type does not question
the imperative (even if the cost of doing so is zero) provided that (11) is satisfied: The
morally fragile type mimics the Kantian behavior of the highly moral type by fear of being
perceived as a “calculating individual”. This behavior is more likely, the more congruent
the principal and the higher the ratio of highly moral to morally fragile types.

Thus the “calculating individuals”, who question the imperative, are perceived as per-
sons of mediocre moral standing even when they behave prosocially. And if the reputation
loss is sufficient, they do not question the imperative and behave like their high-moral-
standing Kantian counterparts. Individuals in equilibrium demonstrate the high moral
standing by being Kantian and engaging in information avoidance. A recent study pro-
vides evidence for the popularity of Kantians. In a series of experiments Everett, Pizarro
and Crockett (in press) show that participants who make deontological judgments in
dilemma problems are preferred as social partners; they are perceived as more moral and
trustworthy.

37This belief selection for example results from using the D1 refinement. Intuitively, type v1 gains most
from the information.
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5.2 The incommensurable and the refusal to consider trade-offs

We just saw that questioning a dogma can be deleterious even if one does not abandon
it. Another facet of Kantian behavior is the refusal to consider trade-offs, as formulated
in Kant’s famous statement, “in the kingdom of ends everything has either a price or
a dignity. What has a price can be replaced by something else as its equivalent; what
on the other hand is above all price and therefore admits of no equivalent has a dignity”
(Kant 1795). The often used approach to eliciting preferences in experiments, the strategy
method, is particularly apt at capturing Kant’s intuition. We assume that the subject is
asked at what minimum level of reward c she is willing to take the immoral action a = 0,
knowing that the actual c will be drawn in some distribution f(c) with support included
in [0,∞) (in many experiments this distribution is taken to be uniform on some finite
interval, but it need not be so).

Let the support of f be [0, c̄] with c̄ ≤ +∞. We first assume that the expected extrinsic
incentive exceeds the maximal reputation gain: L(c̄) ≥ µv, where

L(γ) ≡
∫ γ

0

c

β
f(c)dc

Let γS (where “S” stands for “least-cost separating”) be defined by

L(γS) = µv

(the loss of monetary reward implied by threshold γS is equal to the reputational benefit
of masquarading as a high type). Any threshold γ ≥ γS is weakly dominated by threshold
γ = 0 for the low type. To cut down on uninteresting cases, we assume that

γS > βve. (12)

For, if γS ≤ βve, the high type can set γ = βve, his first-best threshold and obtain
reputation µv (as we rule out weakly dominated strategies).

To further reduce the number of cases under consideration, let us assume that the
probability of a high type, ρ, is low enough, so that

L(βve) ≥ µv̄. (13)

Condition (12) implies that the high type does not want to set a threshold exceeding
γS, which suffices to reveal a high type. Suppose that the high type in equilibrium sets
threshold γ < γS. Necessarily, the low type pools with some probability x and accepts
all offers with probability 1− x. As long as L(γ) ≥ µv̄, the beliefs following threshold γ
are given by

L(γ) = µv̂ ≡ µ
ρv

ρ+ (1− ρ)x
,
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where v̂ is the reputation following Kantian behavior. And so the high type’s payoff,∫ γ

0

vef(c)dc+

∫ c̄

γ

c

β
f(c)dc+ µv̂

=

∫ γ

0

vef(c)dc+ E

[
c

β

]
,

is increasing in γ. So the optimal payoff for the high type corresponds to the separating
threshold γ = γS.38

Next, suppose that βve ≤ c̄ < γS. The equilibrium can no longer be separating, as
L(c̄) < µv. It involves Kantian behavior by the high type, who refuses all offers (γ = c̄)
and mixing by the low type, who also adopts a Kantian behavior with probability x and
accepts all offers (γ = 0) with probability 1− x, where

L(c̄) = µv̂.

Finally, suppose that
L(c̄) < µv

Then we can set γS ≡ +∞ and the analysis is the same as in the previous case, with
Kantian behavior by the high type and perhaps the low type as well. In particular, note
that if c̄ = +∞, the individual turns down arbitrarily large offers.

Proposition 8 Suppose that the strategy method is used to elicit the individual’s willing-
ness to act prosocially and that the probability distribution of the incentive c has density
f(c) on [0, c̄] where c̄ ≤ +∞. Suppose that conditions (12) and (13) are satisfied. Let
γS be defined by L(γS) = µv if there exists a solution to this equation and γS = +∞
otherwise.

(i) If c̄ ≤ γS, the high type adopts a Kantian behavior of never behaving immorally,
whatever the incentive to do so (which can go to infinity if c̄ = γS = +∞). The
low type randomizes between the Kantian behavior and the fully immoral behavior
of always behaving immorally.

(ii) If c̄ > γS, then the high type sets threshold γS and the low type always behaves
immorally.

Several empirical papers suggest the existence of such cost-invariant moral behaviors.
Chen and Schonger (2013) identify deontological motivation by varying the probability
of a decision being consequential. In Falk and Szech (2014), about 10 percent of subjects
choose not to kill a mouse conditional on the belief that the chance of being pivotal is
exactly zero. In Falk and Szech (2015) the average amount of money needed to accept the
killing of mice does not depend on whether one, two or three mice are at stake, suggesting
rule-based thinking in the sense that the externality is irrelevant. Likewise, they collected

38If L(γ) ≤ µv̄, then the equilibrium is a pooling one. The high type’s payoff in that range,
∫ γ

0
vef(c)dc+∫ c̄

γ
(c/β)f(c)dc+ µv̄, is increasing in γ.
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evidence on various price-list treatments and find “bunching” at the Kantian behavior in
the sense that there is no c that would push individuals to act immorally.39

6 Shared control and the sub-additivity of responsi-

bility

This section is a first stab at looking at moral consequences if outcomes result from
decisions taken by groups, rather than by a single individual. Intuitively, if control about
outcomes is shared, patterns of being pivotal, accountability and image may be shifted.
This in turn bears the potential to create a sub-additivity of responsibility in the sense
that agents act less morally when interacting in groups rather than in isolation. Relevant
applications are corporate social responsibility and the design of organizations40, market
interaction and voting. Here we study the moral relevance of three generic organizational
features, both in terms of individual actions and collective outcomes: patterns of being
pivotal, accountability of action vs. outcome, and individual vs. team incentives.

To formally study the sub-additivity of responsibility, we will use a dyad (our re-
sults generalize to more than two individuals). We differentiate between two production
technologies, or patterns of being pivotal:

(a) Individual veto power. In some environments, it takes all to misbehave for the bad
outcome to happen or, equivalently, each agent by herself can guarantee the moral out-
come. One can have in mind a potential bilateral trade that, if concluded, would exert a
negative externality on the rest of society, or an unethical accounting, risk management
or safety behavior that each member of a division’s executive team can report to upper
management. More formally, suppose that there are two individuals, i = 1, 2. Each indi-
vidual selects an action ai ∈ {0, 1}; she can by herself make sure that the moral outcome
is selected, i.e., each has veto power: 1− a = (1− a1)(1− a2).

(b) Collective veto power. By contrast, there are environments in which all agents must
behave well in order to enforce a moral outcome: a = a1a2. In this context, if only one
other group member misbehaves, an agent is no longer pivotal. It hence refers to the
standard “If I don’t do it, someone else will”, so prominent in workers, management and

39This holds even when the maximum amount is 100 euros. This evidence does of course not show that
there is no price at which subjects would eventually be willing to exchange life for money. It suggests,
however, that for the given range of stakes subjects obey the imperative not to kill.

40Numerous accounts of organizational failure to comply with ethical standards come from the car, oil,
financial or pharmaceutical industry: Disasters in the oil industry comprise the Piper Alpha case, the 1982
Ocean ranger disaster off Newfoundland, BP’s Baku-Tvilisi-Ceyhan pipeline and Deepwater Horizon, and
the Exxon Valdez disaster; two examples from the car industry involve the recent “clean diesel” scandal
of Volkswagen or the case of Ford Pinto, which was sold for years despite executives being aware that the
gas tank was likely to rupture (in particular in crashes) and thus incinerate car drivers; examples from
the financial industry in the context of the financial crisis such as among mortgage originators or LIBOR
rigging abound; finally think of the production and marketing of pharmaceuticals with bad side-effects
such as Contergan/Thalodomide. The critical role of organizations has also been pointed out in most
extreme cases such as the organization of the Holocaust; see the literature on the “production of evil”
that asks “how organizations produce killers” (Darley 1992, p. 204).
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countries’ defending the manufacturing and sales of weapons to dubious clients, or in
defendants’ response to accusations of war crimes.

We will assume that choices are simultaneous. Let us, for now, further assume that
the cost c per individual is incurred whenever the moral action is taken (a = 1), i.e.,
irrespective of whether agent i chooses ai = 1 or ai = 0. Thus, agents face team incentives,
with rewards determined by the outcome rather than by individual behavior. Individuals
are “consequentialists”. That is, provided that she has type vi ∈ {0, v}, individual i’s
valuation of the moral action a = 1 is vie. Agent i’s utility is then given by:(

vie−
c

β

)
a+ µv̂(ai).

An important observation is that, as it stands, the predicted behavior is the same as
with a single individual (a “dictator”), as long as there is no image concern (µ = 0); for,
individual i should reason in the following manner: “if aj = 1 with individual veto power,
or aj = 0 with collective veto power, my behavior is irrelevant; so I should reason as if I
were pivotal”. Hence, with team incentives and in the absence of image concerns, agents
will display the same behavior regardless whether they act in groups or in isolation.

In the following we will study situations where shared control does affect individual
behaviors: To this end, we first study the basic model with µ > 0. We then add some
richness to the environment. In particular, we show that shared control together with
two important organizational features – individual incentives and team accountability –
may lead to more immoral behavior at the individual level. We will focus on symmetric
equilibria. Furthermore, because an agent may no longer be pivotal, Assumption 1 no
longer guarantees that contributing is a strictly dominated strategy for the immoral type.
Thus, the refinement based on the elimination of strictly dominated strategies no longer
pins down out-of-equilibrium beliefs. We will therefore make another weak refinement:
We require that beliefs be monotonic v̂(1) > v̂(0).

6.1 The cheap signaling effect

This section uses the basic paradigm, but assumes that there are two agents subject to
team incentives and individual accountability. We rule out narratives and so both agents
have the same estimate e of the externality brought about by a = 1.

In the case of collective veto power (a = a1a2), we will keep assuming that if no one
ever contributes, then v̂(1) = v. This assumption is not crucial for Proposition 9, but it
shortens the analysis and is natural.41

Proposition 9 Under team incentives and individual accountability, individual behavior
is more pro-social than in the single decision-maker case; this holds for collective veto
power (a = a1a2) as well as for individual veto power ((1− a) = (1− a1)(1− a2)).

Proof. See Appendix.

41It is implied for example by refinement D1 and the existence of arbitrarily small trembles giving an
(arbitrarily small) probability that ai = 1.
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The intuition can be grasped from considering agent i’s decision of whether to con-
tribute, given by

E[aj]

(
vie−

c

β

)
+ µ[v̂(1)− v̂(0)] ≷ 0 if a = aiaj,

E[1− aj]
(
vie−

c

β

)
+ µ[v̂(1)− v̂(0)] ≷ 0 if (1− a) = (1− ai)(1− aj).

There is a trade-off only if there is a cost of acquiring a good image: vie− (c/β) < 0.
In either case, this cost is reduced by the uncertainty of being pivotal, and so the incentive
to signal a pro-social inclination is higher. We call this the “cheap signaling effect”: It is
cheap to make sacrifices that may not materialize, i.e., reaping image gains at no or little
cost.

Proposition 9 suggests an explanation for why transparent committees, i.e., committees
for which individual voting records are publicly disclosed can be soft on third parties. This
will be the case if the rules of committees are strict and decision makers would like to
appear friendly to third parties. An example is the European council of finance ministers
(EcoFin), which did not sanction any of the many violations of the Maastricht treaty:
Why risk to attract the wrath of the infringing country when one may not even be pivotal
to the decision?

Up to this point we have only discussed individual behavior, but it is also important to
consider aggregate outcomes: In the case of collective veto power, the aggregate outcome
is a fortiori more pro-social than in the case of a dictator. But even in contexts with two
gatekeepers to pro-social behavior, i.e., individual veto power, it may be the case that the
outcome is more pro-social in comparison to the dictator case (which would be impossible
in the absence of image concerns).

6.2 Individual incentives

In many situations, the cost of moral behavior depends on one’s individual action rather
than on the collective action/outcome. In the following we therefore introduce the dis-
tinction between team incentives vs. individual incentives. As an example of the latter,
think of jointly coming to the rescue of a victim, which may imply being shot at or knifed
by the aggressor. Likewise, in organizations, an agent’s cost c to enforce a pro-social
outcome can be associated with a loss of material or other incentives, e.g., not receiving
a bonus or experiencing pressure from a superior. Shared control with team incentives
implies that all agents receive c if a = 0. In contrast, individual incentives mean that
agent i receives c if ai = 0, irrespective of the other agents’ behavior. Agent i’s utility
under individual incentives is therefore

(vie)a−
(
c

β

)
ai + µv̂(ai).

Proposition 10 Under individual incentives, individual behavior is less pro-social than
in the single decision-maker case.
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Proof. Assumption 1 implies that the immoral type never contributes regardless of what
the other agent decides. So let us focus on the moral type. From Proposition 1, the moral
type contributes if and only if

vẽ− c

β
+ µ(v − v̄) > 0,

where

ẽ =

{
E[aj]e if a = aiaj
[1− E[aj]] e if a = 1− (1− ai)(1− aj).

In an equilibrium in which the moral type contributes therefore,

ẽ =

{
ρe if a = aiaj
(1− ρ)e if a = 1− (1− ai)(1− aj).

Either way, the condition for the existence of an equilibrium in which the moral type
contributes is stricter than for a dictator. Suppose indeed that e > e∗, so a dictator
contributes when moral. If a = aiaj, then if ρe < e∗, the equilibrium involves no contri-
bution. If a = 1 − (1 − ai)(1 − aj), no contribution cannot be an equilibrium if e > e∗.
The equilibrium is then in mixed strategies: The moral type contributes with probability
x, where

(1− ρx)e = e∗,

so again individual behavior is less moral compared to the case of a single decision maker.

Note that even when one agent suffices to impose the moral outcome, collective be-
havior may be less pro-social than with a dictator (this is the case provided that e is not
much higher than e∗).

Application:

Falk and Szech (2013) show that unethical individual behavior is more frequent with in-
dividual veto power (two gatekeepers) than with one. In their “bilateral trade” treatment,
two parties can each, by refusing to trade, ensure that a negative externality associated
with trading is avoided. Unethical behavior is more common than when a single party
can pick an action with the same material payoff and the same externality as under trade
in the bilateral trade treatment. Dana, Weber and Kuang (2007) show that comparing
a standard dictator game with a simultaneous move game with two dictators, who can
each implement a fair outcome vis-à-vis a receiver. They find that fair divisions are more
likely in the former than in the latter. The case of collective veto power is studied in Falk
and Szech (2014). They compare an individual decision making treatment with decision
making in groups. In both conditions subjects (simultaneously) choose whether to kill a
mouse in exchange for c, or not to kill. If only one subject decides to kill in the group
treatment eight42 mice are killed, irrespective of the other group members’s decisions.
Moral behavior is less frequent in groups than in the individual decision condition. They
also report an effect of E[aj]e on the killing decision: the more likely an agent believes
she is pivotal, the less likely she is to kill.

42The externality is eight mice in the group of eight treatment to keep the externality per individual
identical to the individual condition (one subject, one mouse).
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6.3 Collective accountability

Social image concerns promote pro-social behavior. With shared control, however, indi-
vidual attribution is not guaranteed, and reputational effects can be easily blurred. In
many contexts with collective decision making, the relevant audience does not observe
agents’ individual choices ai (individual accountability), but only the aggregate outcome
a (collective accountability). In the case of team incentives and collective accountability,
agent i’s utility is (

vie−
c

β

)
a+ µv̂(a).

From a social image perspective it clearly makes a difference whether the outcome a
or the individual behavior (ai) is observed, i.e., whether reputation v̂ depends on a or
ai. Intuitively, collective accountability (only a is observed) allows hiding in a group,
hoping that the audience will blame others for a bad outcome. Shared control creates
a sub-additivity of responsibility and hence reduces incentives for moral behavior. This
holds for individual veto power. With collective veto power the immoral outcome is in
fact always an equilibrium, the other’s immoral behavior supplying a perfect excuse!

Proposition 11 Collective accountability makes the conditions for the existence of a
moral equilibrium, in which the moral type contributes, more stringent, and the condition
for the existence of an immoral equilibrium equally or less stringent. The Pareto-selection
criterion implies that – relative to a single decision-maker – moral behavior is unchanged
if a = a1a2 and less frequent if 1− a = (1− ai)(1− aj).

In sum, shared control bears a potential to dilute responsibility and to encourage
immoral behaviors. The precise circumstances matter, however. As we have seen we
would not expect any negative effect for group members without image concerns, quite
to the contrary. Moreover, organizational patterns of individual vs. collective veto power
matter, and so do individual incentives and individual accountability. Organizations
seeking to promote corporate social responsibility should therefore enforce a maximum of
individual responsibility: This calls for carefully selecting employees on the basis of their
image concerns, to make sure that individual actions are transparent, and to properly
align individual incentives.

7 Concluding remarks

In this paper we have modeled the malleability of moral behavior in a coherent framework.
Key issues that explain variation in morality are image concerns, self-control problems,
narratives, imperatives and organizational design. We believe that the exercise is helpful in
organizing important empirical findings, and to provide new insights into moral reasoning
in general. At the same time, the analysis is clearly incomplete. One issue is the definition
of what constitutes a moral act. In our analysis we have adopted the commonly accepted
notion of avoiding and preventing harm to others, modeled in terms of an externality.
We think that any model of morality must consider externalities, but acknowledge that
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other notions of morality may be important as well. Haidt (2007) for instance criticizes
the reduction to the fairness-harm (externality) conception and suggests to include other
phenomena such as loyalty, authority, and spiritual purity. A possible way to connect
these notions to our framework is to interpret violations of loyalty or purity as creating a
negative external effect among those who care for loyalty or purity; but this would be an
incomplete account of the latter.

Another issue concerns agreement about the morally desired. The model starts from
the premise that, for a given context, actors agree on what is right and wrong. This does
not capture situations of multiple moral norms, characteristic of many important societal
conflicts. Consider engagement in anti-abortion or anti-gay movements for example. For
some people such engagement is considered a moral duty, for others it is the exact opposite.
If agreement on what constitutes a positive externality is not commonly shared, however,
it becomes unclear, e.g., how to achieve social image. In these cases our model implicitly
assumes that we care for social image only among those who share our values, while
disregarding other people’s opinions and approval. A similar problem arises if a particular
action simultaneously creates positive and negative externalities. Here, the model can be
interpreted as considering the net effect, a utilitarian notion of treating as moral whatever
creates the biggest net benefit. Finally, we have not explicitly addressed the important
role of ex-post justifications of immoral action, e.g., in terms of wishful thinking or self-
serving beliefs. This could be incorporated, however, as an extension to the section on
narratives. The model would then specify the active search and/or self-construction of
excusing narratives, after the decision has been taken. As before, the rationale would
be the reinterpretation of circumstances and actions, in an attempt to preserve a good
image.
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Appendix

Proof of Proposition 9 (cheap signaling effect)

We focus on symmetric equilibria, and assume that behavior is moral under a single
decision-maker (otherwise the Proposition is trivially satisfied):

ve− c

β
+ µ(v − v̄) > 0

Collective veto power (a = aiaj). Assume first that

ρ

(
− c
β

)
+ µv ≤ 0,

which is a necessary condition for a separating equilibrium to exist. This separating
equilibrium (with moral behavior by the high type) yields payoff for the high type equal
to

ρ

(
ve− c

β

)
+ µv.

Under the assumption that v̂(1) = v, there is no pooling equilibrium at ai ≡ 0 for all i.
So the equilibrium is necessarily either a separating equilibrium or an equilibrium in which
the high type randomizes between ai = 1 and ai = 0 (the condition ρ(−c/β) + µv ≤ 0
imposes ai = 0 for the low type). Hence v̂(0) ≤ v̄: The payoff of the high type is
bounded above by µv̄ in any equilibrium in which the high type picks ai = 0 with positive
probability. Hence, the separating equilibrium is necessarily Pareto dominant if

e > e∗∗,

where e∗∗ < e∗ is given by

ρ

(
c

β
− ve∗∗

)
= µ(v − v̄).

So the range of parameters leading to moral behavior is larger. Furthermore, there is
some moral behavior even if e < e∗∗.

When ρ(−c/β) + µv > 0 by contrast, an equilibrium in which there is some moral
behavior has the low type play ai = 1 with probability x and ai ≡ 0 with probability
1− x. Letting ρ̂ ≡ ρ+ (1− ρ)x and v̂ ≡ ρv/ρ̂, the low type’s indifference writes:

ρ̂

(
− c
β

)
+ µv̂ = 0.

This defines a unique ρ̂ and therefore a unique mixing probability x. Behavior is therefore
more moral as the high type, and sometimes the low type behave morally.
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Individual veto power (1 − a = (1 − ai)(1 − aj)). Under individual veto power, immoral
behavior by both types is an equilibrium provided that

ve− c

β
+ µv ≤ µv̄.

So immoral behavior is not an equilibrium under the assumption made earlier.

As earlier, we can look for an equilibrium in which the high type behaves morally and
the low type may or may not play morally.

A separating equilibrium requires that

(1− ρ)

(
ve− c

β

)
+ µv > 0 and (1− ρ)

(
− c
β

)
+ µv < 0.

The first condition is always satisfied. A pooling equilibrium (both types behave morally)
always exists (if aj is always equal to 1, agent i is never pivotal and might as well invest
in her image). Finally, randomization by the low type requires that

(1− ρ̂)

(
− c
β

)
+ µv̂ = 0

with ρ̂ ≡ ρ + (1 − ρ)x and v̂ = ρv/ρ̂, and x is the low type’s probability of behaving
morally.

When (1−ρ)(−c/β)+µv < 0, the Pareto-dominant equilibrium is the separating one:

ρ

(
− c
β

)
>

(
− c
β

)
+ µv̄ for the low type

and
ve− c

β
+ µv > ve− c

β
+ µv̄ for the high type

When (1−ρ)
(
− c
β

)
+µv > 0, the Pareto-dominant equilibrium is the semi-separating

equilibrium:

ρ̂

(
− c
β

)
>

(
− c
β

)
+ µv̄ for the low type

and
ve− c

β
+ µv̂ > ve− c

β
+ µv̄ for the high type
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