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Abstract

We prove existence results for a stationary Schrödinger equation with periodic magnetic po-
tential satisfying a local integrability condition on the whole space using a critical value function.
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1 Introduction and main result

We wish to investigate for which λ > 0 there is a weak solution to the stationary Schrödinger equation

with magnetic potential:(−i∇+A)2u+ V (x)u = λf(x, u(x)), in RN ,

u ∈ H1
A,V (RN ),

(1.1)

where N ⩾ 2, A : RN −→ RN is the magnetic potential, B = curlA is the magnetic field, V : RN −→

R, f satisfy some suitable assumptions, λ > 0 and

H1
A,V (RN )

def
=
{
u ∈ L2(RN );V u2 ∈ L1(RN ) and (∇+ iA)u ∈ L2(RN ;CN )

}
. (1.2)

Here, i2 = −1 and in what follows, unless specified, all functions are complex-valued (H1(RN ) =

H1(RN ;C), Lp(RN ) = Lp(RN ;C), D(RN ) = D(RN ;C), etc). If N = 1 then (1.1) is equivalent to the

case A = 0. Indeed, assume that A, V ∈ L1
loc(R;R) and f( . , eiθz) = eiθf( . , z), for any (θ, z) ∈ R×C

(which is the case in this paper). Set for any x ∈ R, φ(x) =
∫ x

0
A(s)ds. If u ∈ H1

A,V (R) is a solution

to (1.1) then by the gauge transformation u 7−→ v = eiφu, a straighforward calculation gives that

v ∈ H1(R) is a solution to −∆v + V (x)v = λf(x, v(x)), which is (1.1) with A = 0. We thus restrict

our study to the case N ⩾ 2.

We make assumptions that insure the functional associated with (1.1) is invariant with respect to

the transformations τy : u 7−→ eiφyu( . + y), where φy is defined in (3.4) and y ∈ ZN . In [11], the

authors stated that this set of transformations was a group of dislocations as defined in [14] which is

false. In Section 3 we prove (directly) that the set D of such transformations is a set of dislocations

permitting us to use the profile decomposition theorem [14, Theorem 3.1, p.62-63]. In Devillanova

and Tintarev [4, Appendix] this was proved by embedding the set of dislocations into a group via

multiplication of τyτz by eiα, α ∈ R in such a way that the composition agrees with τy+z.

Arioli and Szulkin [1] treated a similar problem with more general conditions on V (the spectrum

of the operator (−i∇ + A)2 + V (x) can be negative), but they assume the Rabinowitz condition on

the right hand side. We make less restrictive assumptions on the right hand side and introduce a

parameter λ and an unbounded interval Iγ ⊂ (0,∞) such that for almost every λ ∈ Iγ there is a

solution to (1.1). In [4] a magnetic Schrödinger equation with bounded non-periodic magnetic field is

studied.

In Section 2 we show that if the magnetic potential A ∈ LN
loc(RN ;RN ) and V ∈ L

N
2

loc(RN ;R) then

H1
A,V (RN ) = H1(RN ). In Section 3, we introduce the set of invariant dislocations acting on (1.1) and
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prove necessary results to the dislocation theorem in [14]. In Section 4 we prove a cocompactness

result. In Section 5 we introduce a related critical value function the study of which allows us to

obtain our main result. In Section 6 we give some examples of nonlinearities to which our result

applies.

Throughout this paper, we use the following notation. We denote by z the conjugate of the complex

number z and by Re(z) its real part. For 1 ⩽ p ⩽ ∞, p′ denotes the conjugate of p defined by

1
p + 1

p′ = 1. By {Qj}j⩾1 we will denote a countable covering of RN \ ZN by open unit cubes, thus

RN =
⋃

j⩾1Qj , and Q = (0, 1)N . All vectors spaces considered will be over the field R. For a Banach

space X (over R), we denote by X⋆ def
= L (X;R) its topological dual and by ⟨. , .⟩X⋆,X ∈ R the X⋆−X

duality product and for a Hilbert space H, its (real) scalar product will be denoted by ⟨ . , . ⟩H . In

particular, for any T ∈ Lp′
(Ω) and φ ∈ Lp(Ω) with 1 ⩽ p <∞, ⟨T, φ⟩Lp′ (Ω),Lp(Ω) = Re

∫
Ω

T (x)φ(x)dx.

See Appendix B for more details. If u ∈ Lp(RN ), with 1 ⩽ p ⩽ ∞, and if Ω is an open subset of

RN , with some abuse of notation, expression ∥u∥Lp(Ω) will stand for ∥u|Ω∥Lp(Ω). This convention also

holds for the others functional spaces. The subscript “c” on a functional space indicates that the

functions have compact support. For instance, if Ω ⊆ RN is an open subset then u ∈ Lp
c(Ω) means

that u ∈ Lp(Ω), suppu ⊂ Ω and suppu is a compact subset of RN . For a Banach space E, the notation

Ew designates the space E endowed with the weak topology σ(E,E⋆) and E⋆
w⋆ the space E⋆ endowed

with the weak⋆ topology σ(E⋆, E). We denote by C auxiliary positive constants which may change

from a line to another one, and sometimes, for positive parameters a1, . . . , an, write C(a1, . . . , an) to

indicate that the constant C continuously depends only on a1, . . . , an (this convention also holds for

constants which are not denoted by “C”). Finally, we denote by 2⋆ = 2N
N−2 the critical exponent of

the embedding H1(RN ) ↪→ L2⋆(RN ), with the convention that 2⋆ = ∞, if N ⩽ 2.

We shall make the following assumptions on A : RN −→ RN .

Assumption 1.1. Let (e1, . . . , en) be the canonical basis of RN .

1. The magnetic potential A : RN −→ RN satisfies,A ∈ LN
loc(RN ;RN ), if N ⩾ 3,

A ∈ L2+ε
loc (R2;R2), for some ε > 0, if N = 2.

(1.3)

and

αA
def
=


sup
j∈N

∥A∥LN (Qj) <∞, if N ⩾ 3,

sup
j∈N

∥A∥L2+ε(Qj) <∞, if N = 2.
(1.4)
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If N ⩾ 3 then there exists ε > 0 such that,

A ∈ LN+ε
loc (RN ;RN ). (1.5)

2. A is a ZN−periodic magnetic potential:

∀j ∈ J1, NK, curlA(x+ ej)
D′(RN )
= curlA(x), (1.6)

where curlA ∈ MN

(
D ′(RN ;R)

)
is the skew-symmetric, matrix-valued distribution with Aij =

∂iAj − ∂jAi.

Remark 1.2. It is easy to see that in Assumption 1.1, (1.6) is equivalent to the condition: for any

y ∈ ZN , curlA(x + y)
D′(RN )
= curlA(x). By Lemma 1.1 in Leinfelder [7], (1.6) is also equivalent to:

for any y ∈ ZN , there exists φy ∈ W 1,N+ε
loc (RN ;R) such that for almost every x ∈ RN , A(x + y) =

A(x) +∇φy(x).

Assumption 1.3. We will use the following assumptions on V and f. Let f : RN × [0,∞) −→ R be

such that f(x, t) is measurable in x and continuous in t and let F (x, t)
def
=

∫ t

0

f(x, s)ds, for almost

every x ∈ RN and any t ⩾ 0. We extend f to the complex plane by setting for almost every x ∈ RN

and any z ∈ C \ {0}, f(x, z) = f(x, |z|) z
|z| , and f(x, 0) = f(x, 0). Finally, we set for any measurable

function u : RN −→ C and almost every x ∈ RN , g(u)(x) = f(x, u(x)) and,

∀u ∈ H1(RN ), ψ(u) =

∫
RN

F (x, |u(x)|)dx. (1.7)

1. For every ε > 0, there exist pε ∈ (2, 2⋆) and Cε > 0 such that for almost every x ∈ RN and any

t ⩾ 0,

|f(x, t)| ⩽ ε(t+ t2
⋆−1) + Cεt

pε−1, (1.8)

if N ⩾ 3 and

|f(x, t)| ⩽ εt+ Cεt
pε−1, (1.9)

if N ⩽ 2.

∃u ∈ H1(RN ) such that ψ(u) > 0. (1.10)

2. The function f and the electric potential V : RN −→ R are ZN -periodic, that is for almost

every (x, y) ∈ RN × ZN and any t ⩾ 0, f(x+ y, t) = f(x, t) and V (x+ y) = V (x).
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3. We have,

V ∈ L1
loc(RN ;R) and ν

def
= ess inf

x∈RN
V (x) > 0. (1.11)

Remark 1.4. If N ⩽ 2 then Assumption (1.9) is equivalent to the following:

lim
t→0

f(x, t)

t
= 0, uniformly in x ∈ RN , (1.12)

and there exist p ∈ (2, 2⋆) and C > 0 such that,

for a.e. x ∈ RN , ∀t ⩾ 0, |f(x, t)| ⩽ C + Ctp−1. (1.13)

If N ⩾ 3 then Assumption (1.8) is equivalent to (1.12), (1.13) with p = 2⋆ and,

lim
t→∞

f(x, t)

t2⋆−1
= 0,

uniformly in x ∈ RN .

Assumption 1.5. The electric potential V : RN −→ R satisfies,
V ∈ L

N
2

loc(RN ;R) and αV
def
= sup

j∈N
∥V ∥

L
N
2 (Qj)

<∞, if N ⩾ 3,

V ∈ L1+ε
loc (R2;R) and αV

def
= sup

j∈N
∥V ∥L1+ε(Qj) <∞, for some ε > 0, if N = 2.

(1.14)

Remark 1.6. Note that if V has the local integrability (1.14) and if furthermore V is ZN -periodic

then we necessarily have αV <∞
(
since αV = ∥V ∥L1(Q)

)
.

Notation 1.7. Let A and V satisfying (1.3)–(1.4) and (1.11), respectively, and let H1
A,V (RN ) be

defined by (1.2). We shall denote by H−1
A,V (RN ) the topological dual of the space H1

A,V (RN ). This dual

space is identified with a real vector subspace of the space of distributions D ′(RN ) (see Theorem 2.3

below).

Definition 1.8. Let A and V satisfying (1.3)–(1.4) and (1.11), respectively, and let H1
A,V (RN )

be defined by (1.2). We shall write that u is a weak solution of (1.1) if u ∈ H1
A,V (RN ) and if u

satisfies (1.1) in H−1
A,V (RN ).

Remark 1.9. With respect to Definition 1.8 we note:

1. If u ∈ H1(RN ) then (−i∇+A)2u ∈ H−1(RN ) and,

(−i∇+A)2u = −∆u− i∇.(Au)− iA.∇u+ |A|2u, in H−1(RN ), (1.15)

⟨iA.∇u, v⟩H−1(RN ),H1(RN ) = ⟨i∇u,Av⟩L2(RN ),L2(RN ), (1.16)

⟨|A|2u, v⟩H−1(RN ),H1(RN ) = ⟨Au,Av⟩L2(RN ),L2(RN ), (1.17)
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for any v ∈ H1(RN ). Indeed, if u ∈ H1(RN ) then by Lemma 2.13 below, Au ∈ L2(RN ;CN ) so

that−∆u ∈ H−1(RN ) and∇.(Au) ∈ H−1(RN ). In addition, by Hölder’s inequality, A.∇u, |A|2u ∈

L1
loc(RN ) ↪→ D ′(RN ) and for any φ ∈ D(RN ),

⟨iA.∇u, φ⟩D′,D = ⟨i∇u,Aφ⟩L2,L2 and ⟨|A|2u, φ⟩D′,D = ⟨Au,Aφ⟩L2L2 .

By density and estimates in Property 1 of Lemma 2.14 below, it follows that A.∇u ∈ H−1(RN ),

|A|2u ∈ H−1(RN ) and (1.15)–(1.17) follow.

2. Let u ∈ H1
A,V (RN ). Let R > 0. We have,∫

B(0,R)

|V u|dx ⩽
∫
B(0,R)∩{|u|⩽1}

|V ||u|dx+

∫
{|u|>1}

|V ||u|2dx <∞,

since V ∈ L1
loc(RN ;R) and V u2 ∈ L1(RN ). It follows that V u ∈ L1

loc(RN ) ↪→ D ′(RN ) and for

any φ ∈ D(RN ),

⟨V u, φ⟩D′,D = Re

∫
RN

V uφdx,

|⟨V u, φ⟩D′,D | ⩽ ∥
√
V u∥L2∥

√
V φ∥L2 ⩽ ∥u∥H1

A,V
∥φ∥H1

A,V
,

by the Cauchy-Schwarz inequality (see Definition 2.1 below for the definition of ∥ . ∥H1
A,V

). By

the density of D(RN ) in H1
A,V (RN ) (Theorem 2.3 below), it follows that V u ∈ H−1

A,V (RN ) and

for any v ∈ H1
A,V (RN ),

⟨V u, v⟩H−1
A,V (RN ),H1

A,V (RN ) = Re

∫
RN

V u v dx. (1.18)

Finally, by Proposition 5.1 below, g(u) ∈ H−1(RN ). In conclusion, sinceH−1(RN ) ↪→ H−1
A,V (RN )

(Theorem 2.3 below), it follows from (1.15) and (1.18) that

(−i∇+A)2u ∈ H−1
A,V (R

N ), V u ∈ H−1
A,V (R

N ) and g(u) ∈ H−1
A,V (R

N ).

Thus Definition 1.8 makes sense.

Our main result follows.

Theorem 1.10. Let N ⩾ 2 and let Assumptions 1.1 and 1.3 be satisfied. Let H1
A,V (RN ) be defined

by (1.2). Then for almost every λ > 0 sufficiently large, there exists, at least one non zero weak

solution to, −∆Au+ V (x)u = λg(u) in RN ,

u ∈ H1
A,V (RN ),

(1.19)

where −∆Au = (−i∇+A)2u.
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2 The space H1
A,V (R

N) and an equivalent definition of H1(RN)

In this section, we study the H1
A,V (RN ), including the one-dimensional case N = 1 because we believe

that it is of interest for itself. For N = 1, the corresponding assumptions to (1.4) and (1.14) are

A ∈ L2
loc(R;R) and αA

def
= sup

j∈N
∥A∥L2(Qj) <∞, (2.1)

V ∈ L1
loc(R;R) and αV

def
= sup

j∈N
∥V ∥L1(Qj) <∞, (2.2)

respectively.

Definition 2.1. Let N ⩾ 1 and let A ∈ L2
loc(RN ;RN ) and V ∈ L1

loc(RN ;R) satisfy (1.3) and (1.11),

respectively. We recall that H1
A,V (RN ) is defined by,

H1
A,V (RN ) =

{
u ∈ L2(RN );V u2 ∈ L1(RN ) and ∇Au ∈ L2(RN ;CN )

}
. (2.3)

where∇Au = (∇+iA)u.We endowH1
A,V (RN ) with the following scalar product and its corresponding

norm,

∀u, v ∈ H1
A,V (RN ), ⟨u, v⟩H1

A,V (RN ) = Re

∫
RN

V u v dx+Re

∫
RN

∇Au.∇Av dx,

∀u ∈ H1
A,V (RN ), ∥u∥2H1

A,V (RN ) = ⟨u, u⟩H1
A,V (RN ) =

∫
RN

V |u|2dx+ ∥∇Au∥2L2(RN ),

making this space a real pre-Hilbert space. Indeed, it follows from (1.11) that ⟨ . , . ⟩H1
A,V (RN ) is a

bilinear symmetric positive definite form on H1
A,V (RN )×H1

A,V (RN ).

Remark 2.2. Below are some comments about the definition of H1
A,V (RN ).

1. If u ∈ H1
A,V (RN ) then ∇Au

def
= (∇ + iA)u ∈ L2(RN ;CN ) but, a priori, we do not assume that

∇u or Au belong separately in L2(RN ).

2. Frequently, in the literature (see for instance Sections 7.19–7.22, p.191–195, of Lieb and Loss [8]),

it is assumed that A ∈ L2
loc(RN ;RN ) rather than A ∈ LN

loc(RN ;RN ) and V ≡ 1. With these

assumptions it can be shown that H1
A,1(RN ) is a Hilbert space having D(RN ) as a dense

subset. Moreover, if u ∈ H1
A,1(RN ) then |u| ∈ H1(RN ) and the so-called diamagnetic in-

equality (2.11) below holds. However if A ̸∈ LN
loc(RN ;RN ) then H1(RN ) ̸⊂ H1

A,1(RN ) and

H1
A,1(RN ) ̸⊂ H1(RN ). We show that if A ∈ LN

loc(RN ;RN ) then H1
A,1(RN ) = H1(RN ) (see

Theorem 2.5 below).
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3. Arioli and Szulkin showed (Lemma 2.3 in [1]) that if N ⩾ 2 and A ∈ LN
loc(RN ;RN ) (A ∈

L2+ε
loc (RN ;RN ), if N = 2) then H1

A,1(Ω) = H1(Ω) with equivalent norms for open bounded

subsets Ω of RN with smooth boundaries. We extend their result to the case Ω = RN for any

N ⩾ 1, under assumptions (1.3)–(1.4) (Theorem 2.5 below).

Theorem 2.3. Let A ∈ L2
loc(RN ;RN ) and V ∈ L1

loc(RN ;R) satisfy (1.3)–(1.4) ((2.1), if N = 1) and

(1.11), respectively, and let H1
A,V (RN ) be defined by (2.3). Then,

H1
A,V (RN ) =

{
u ∈ H1(RN );V u2 ∈ L1(RN ) and Au ∈ L2(RN ;CN )

}
, (2.4)

H1
A,V (RN ) is a separable Hilbert space, (2.5)

D(RN ) ↪→ H1
A,V (RN ) ↪→ H1(RN ), (2.6)

with both dense embeddings. In particular, each term in the integrals of ⟨ . , . ⟩H1
A,V (RN ) belongs to

L1(RN ). In addition,

H−1(RN ) ↪→ H−1
A,V (R

N ) ↪→ D ′(RN ), (2.7)

where H−1
A,V (RN )

def
=
(
H1

A,V (RN )
)⋆

and both dense embeddings.

Remark 2.4. By (2.6), for any u ∈ H1
A,V (RN ), there exists (φn)n∈N ⊂ D(RN ) such that φn

H1
A,V−−−−→

n→∞
u.

As with the classical proofs of density we have for any n ∈ N, ∥φn∥Lp(RN ) ⩽ ∥u∥Lp(RN ), and p ∈ [1,∞],

if u ∈ Lp(RN ). See Lemma 2.16.

Theorem 2.5. Let A ∈ L2
loc(RN ;RN ) satisfy (1.3)–(1.4) ((2.1), if N = 1) and let V ∈ L1

loc(RN ;R)

satisfy (1.11) and (1.14) ((1.11) and (2.2), if N = 1). Then,

H1
A,V (RN ) = H1(RN ),

with equivalent norms.

Remark 2.6. To find examples such that H1
A,V (RN ) ⊊ H1(RN ), note that by (2.15) below, assuming

(1.3)–(1.4), for any u ∈ H1(RN ), u ∈ H1
A,V (RN ) if, and only if, V u2 ∈ L1(RN ). So we look for a

V that does not satisfy (1.14). If N = 1 we must have αV = ∞. In other words, V cannot be ZN -

periodic. Below, for each N, we give an example of a V and a u ∈ H1(RN ) such that u ̸∈ H1
A,V (RN ).

For N ⩾ 2, u is a positive continuous function over RN \ {0} such that for |x| > 10, u(x) = |x|−N .

We give its definition for x near 0 below.

1. For N = 1. Define for any x ∈ R, V (x) = x4 +1 and u(x) = (x2 +1)−1. Then V satisfies (1.11),

u ∈ H1(RN ;R) but V u2 ̸∈ L1(RN ;R).
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2. For N = 2. For |x| < e−e, let u(x) = ln | ln |x|| and let V be ZN -periodic such that for any

x ∈ Q,

V (x) =
1

|x|2| ln |x||(ln | ln |x||)2
1{0<|x|<e−e}(x) + 1{|x|⩾e−e}∩Q(x).

Then V satisfies (1.11) but for any p ∈ (1,∞], V ̸∈ Lp
loc(R2;R), so that V does not verify (1.14).

In addition, u ∈ H1(RN ;R) but V u2 ̸∈ L1(RN ;R).

3. For N ⩾ 3. Let for |x| < 1, u(x) = |x|−N−2
4 and let V be ZN -periodic such that for any x ∈ Q,

V (x) = |x|−N+2
2 . Then V satisfies (1.11) but V ̸∈ L

N
2

loc(RN ;R), so that V does not verify (1.14).

In addition, u ∈ H1(RN ;R) but V u2 ̸∈ L1(RN ;R).

We recall that −∆A = (−i∇+A)2 and ∇A = ∇+ iA.

Theorem 2.7. Let A ∈ L2
loc(RN ;RN ) satisfy (1.3)–(1.4) ((2.1), if N = 1). If u ∈ H1(RN ) then

−∆Au ∈ H−1(RN ) and for any v ∈ H1(RN ),

⟨−∆Au, v⟩H−1(RN ),H1(RN ) = ⟨∇Au,∇Av⟩L2(RN ),L2(RN ). (2.8)

If in addition V satisfies (1.11) and if H1
A,V (RN ) is defined by (2.3) then for any T ∈ H−1(RN ),

T ∈ H−1
A,V (RN ) and

⟨T, u⟩H−1
A,V (RN ),H1

A,V (RN ) = ⟨T, u⟩H−1(RN ),H1(RN ). (2.9)

for any u ∈ H1
A,V (RN ),

Remark 2.8. Let λ > 0 and let u be a solution to (1.19). By Definition 1.8, we may take the

H−1
A,V −H1

A,V duality product of (1.19) with u. We have by (2.9), (2.8) and (1.18),

∥u∥2H1
A,V (RN ) = λ⟨g(u), u⟩H−1

A,V (RN ),H1
A,V (RN ) ⩾ 0. (2.10)

It follows that if g ≡ 0 then necessarily u ≡ 0. Note that if ψ, defined by (1.7), satisfies (1.10) then

g ̸≡ 0.

Remark 2.9. Let A ∈ L2
loc(RN ;RN ) satisfy (1.3)–(1.4) ((2.1), if N = 1). It follows from Theorem 2.7

and (2.16) below that −∆A ∈ L
(
H1(RN );H−1(RN )

)
. If, in addition, V ∈ L1

loc(RN ;R) satisfies (1.11)

then by Theorems 2.3 and 2.7, −∆A|H1
A,V (RN ) ∈ L

(
H1

A,V (RN );H−1
A,V (RN )

)
.

We split the proof of Theorem 2.3 in several lemmas. We begin by recalling the diamagnetic inequality

for functions belonging in H1
A,V (RN ). Its proof is well-known (Lieb and Loss [8], Theorem 7.21, p.193).

For the sake of completeness, we sketch the proof.
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Theorem 2.10 (Diamagnetic inequality, [8]). Let A ∈ L2
loc(RN ;RN ). Let u ∈ L2(RN ) be such

that (∇+ iA)u ∈ L2(RN ;CN ). Then ∇u,Au ∈ L1
loc(RN ;CN ), |u| ∈ H1(RN ), (∇+ iA)u

a.e.
= ∇u+ iAu

and

|∇|u| |
a.e.
⩽ |∇u+ iAu|. (2.11)

Lemma 2.11 ([8]). If u ∈ H1(RN ) then |u| ∈ H1(RN ;R) and |∇|u| |
a.e.
⩽ |∇u|.

Proof of Theorem 2.10 and Lemma 2.11. We recall that if u ∈W 1,p
loc (RN ), for some 1 ⩽ p ⩽ ∞,

then |u| ∈ W 1,p
loc (RN ;R) and ∇|u| a.e.

= Re
(

u
|u|∇u

)
1 (Theorem 6.17, p.152, in Lieb and Loss [8]).

This proves Lemma 2.11. Now, let u ∈ L2(RN ) be such that (∇ + iA)u ∈ L2(RN ;CN ). Then

∇u ∈ H−1(RN ;CN ) and, by the Cauchy-Schwarz inequality, Au ∈ L1
loc(RN ;CN ). This implies

that ∇u ∈ L1
loc(RN ;CN ). We then infer, u ∈ W 1,1

loc (RN ) and (∇ + iA)u
a.e.
= ∇u + iAu. And since

Re
(

u
|u| (∇u+ iAu)

)
a.e.
= Re

(
u
|u|∇u

)
a.e.
= ∇|u|, one obtains that |u| ∈ H1(RN ) and (2.11).

Lemma 2.12. Let u ∈ L2(RN ) be such that |u| ∈ H1(RN ;R).

1. If A ∈ L2
loc(RN ;RN ) satisfies (1.3)–(1.4) ((2.1), if N = 1) then Au ∈ L2(RN ;CN ) and,

∥Au∥L2(RN ) ⩽ CαA∥ |u| ∥H1(RN ), (2.12)

where C = C(N) (C = C(ε), if N = 2).

2. If V satisfies (1.14) ((2.2), if N = 1) then V u2 ∈ L1(RN ) and,

∥V u2∥L1(RN ) ⩽ CαV ∥ |u| ∥2H1(RN ), (2.13)

where C = C(N) (C = C(ε), if N = 2).

Proof. Let u ∈ L2(RN ) be such that |u| ∈ H1(RN ;R). We start by proving Property 1 with N ⩾ 3.

By the Sobolev embedding H1(Qj) ↪→ L2⋆(Qj), there exists C = C(N, |Qj |) such that for any j ∈ N,

∥u∥L2⋆ (Qj) ⩽ C∥ |u| ∥H1(Qj). Actually, C only depends on N since for any j ∈ N, |Qj | = 1. It follows

from Hölder’s inequality that,∫
RN

|Au|2dx =
∑
j∈N

∫
Qj

|Au|2dx

⩽
∑
j∈N

∥A∥2LN (Qj)
∥u∥2L2⋆ (Qj)

⩽ C2α2
A

∑
j∈N

∥ |u| ∥2H1(Qj)

= C2α2
A∥ |u| ∥2H1(RN ).

1∇|u| = 0, almost everywhere where u = 0.
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If N = 2 then the second line is replaced with
∑

j∈N ∥A∥2L2+ε(Qj)
∥u∥2

L
2(2+ε)

ε (Qj)
and we use the embed-

dingH1(Qj) ↪→ L
2(2+ε)

ε (Qj), while ifN = 1 then the second line is replaced with
∑

j∈N ∥A∥2L2(Qj)
∥u∥2L∞(Qj)

and we use the embedding H1(Qj) ↪→ L∞(Qj). Hence 1. Property 2 follows in the same way: replace

A with
√
|V | in the above estimates.

Lemma 2.13. Let A ∈ L2
loc(RN ;RN ) satisfy (1.3)–(1.4) ((2.1), if N = 1). Then,

(∇+ iA)u ∈ L2(RN ;CN ) ⇐⇒ u ∈ H1(RN ), (2.14)

∇u ∈ L2(RN ;CN ) =⇒ Au ∈ L2(RN ;CN ). (2.15)

Finally, if u ∈ H1(RN ) then (∇+ iA)u = ∇u+ iAu, in L2(RN ;CN ) and

∥∇u+ iAu∥L2(RN ) ⩽ C∥u∥H1(RN ), (2.16)

where C = C(αA, N) (C = C(αA, N, ε), if N = 2).

Proof. Let A satisfy (1.3)–(1.4) ((2.1), if N = 1). Let u ∈ L2(RN ).

• If ∇u ∈ L2(RN ;CN ) then by Lemmas 2.11 and 2.12, Au ∈ L2(RN ;CN ). Hence (2.15) and ⇐=

in (2.14).

• If (∇ + iA)u ∈ L2(RN ;CN ) then by Theorem 2.10 and Lemma 2.12, Au ∈ L2(RN ;CN ) and

(∇+ iA)u
a.e.
= ∇u+ iAu. Hence, ∇u ∈ L2(RN ;CN ) and =⇒ in (2.14) is proved.

• By (2.12) and Lemma 2.11, we have

∥∇u+ iAu∥L2(RN ) ⩽ ∥∇u∥L2(RN ) + ∥Au∥L2(RN ) ⩽ (CαA + 1)∥u∥H1(RN ).

Hence the result.

Lemma 2.14. Let u, v ∈ H1(RN ).

1. Let A ∈ L2
loc(RN ;RN ) satisfy (1.3)–(1.4) ((2.1), if N = 1). Then (Au).∇v ∈ L1(RN ), |A|2uv ∈

L1(RN ) and we have, ∫
RN

|Au| |∇v|dx ⩽ CαA∥u∥H1(RN )∥v∥H1(RN ),∫
RN

|A|2|uv|dx ⩽ C2α2
A∥u∥H1(RN )∥v∥H1(RN ).

where the constant C is given by (2.12).
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2. Let V satisfy (1.14) ((2.2), if N = 1). Then V uv ∈ L1(RN ) and we have,∫
RN

|V ||uv|dx ⩽ CαV ∥u∥H1(RN )∥v∥H1(RN ),

where the constant C is given by (2.13).

Proof. The results come from Lemma 2.11, Lemma 2.12, and the Cauchy-Schwarz inequality.

From now and until the end of this section, we shall suppose that the assumptions of Theorem 2.3

are fulfilled.

Lemma 2.15. Let us define,

E =
{
u ∈ H1(RN );V u2 ∈ L1(RN ) and Au ∈ L2(RN ;CN )

}
.

Then, H1
A,V (RN ) = E and D(RN ) ↪→ H1

A,V (RN ) ↪→
dense

H1(RN ). In particular, each term in the

integrals of ⟨ . , . ⟩H1
A,V (RN ) belongs to L1(RN ).

Proof. It is clear that E ⊂ H1
A,V (RN ). By Lemma 2.13, H1

A,V (RN ) ⊂ E ⊂ H1(RN ). It follows that

H1
A,V (RN ) = E, which gives the last part of the lemma, with help of Lemma 2.14. Let u ∈ H1

A,V (RN ).

We have by (1.11), (2.12) and (2.11),

∥u∥2L2(RN ) ⩽
1

ν

∫
RN

V |u|2dx ⩽
1

ν
∥u∥2H1

A,V (RN ),

and

∥∇u∥L2(RN ) ⩽ ∥∇u+ iAu∥L2(RN ) + ∥Au∥L2(RN )

⩽ ∥∇u+ iAu∥L2(RN ) + CαA∥ |u| ∥H1(RN )

⩽ ∥∇u+ iAu∥L2(RN ) + CαA

(
∥u∥L2(RN ) + ∥∇u+ iAu∥L2(RN )

)
⩽ C∥u∥H1

A,V (RN ).

Hence, H1
A,V (RN ) ↪→ H1(RN ). Let φ ∈ D(RN ). Let R > 0 be such that suppφ ⊂ B(0, R). By

Hölder’s inequality, V φ2 ∈ L1(RN ) and Aφ ∈ L2(RN ;CN ). It follows that φ ∈ H1
A,V (RN ). Again by

Hölder’s inequality and (2.16), we have

∥φ∥2H1
A,V (RN ) ⩽ ∥V ∥L1(B(0,R))∥φ∥2L∞(RN ) + C∥φ∥2H1(RN ),

where C does not depend on φ. Hence, D(RN ) ↪→ H1
A,V (RN ). Finally, since D(RN ) ⊂ H1

A,V (RN ) and

D(RN ) ↪→
dense

H1(RN ), we conclude that H1
A,V (RN ) ↪→

dense
H1(RN ).

12



Lemma 2.16. It holds that D(RN ) ⊂ H1
A,V (RN ) and for any u ∈ H1

A,V (RN ), there exists (φn)n∈N ⊂

D(RN ) such that φn

H1
A,V−−−−→

n→∞
u. In addition, we have for any n ∈ N, ∥φn∥Lp(RN ) ⩽ ∥u∥Lp(RN ), for any

p ∈ [1,∞], as soon as u ∈ Lp(RN ).

Proof. We adapt the proof of Theorem 7.22, p.194, in Lieb and Loss [8] to handle the presence of the

potential V in the integral
∫
V |u|2dx. By Lemma 2.15, we already know that D(RN ) ⊂ H1

A,V (RN ).

Let ξ ∈ C∞(R;R) be such that 0 ⩽ ξ ⩽ 1, ξ(t) = 1, if |t| ⩽ 1 and ξ(t) = 0, if |t| ⩾ 2. Let n ∈ N. Set for

any x ∈ RN , ξn(x) = ξ
(

|x|
n

)
. We denote by (ρn)n∈N ⊂ D(RN ) any standard sequence of mollifiers.

Let u ∈ H1
A,V (RN ). Let ε > 0. Let p ∈ [1,∞] be such that u ∈ Lp(RN ). We proceed in three steps.

Step 1: There exists v ∈ H1
A,V (RN ) ∩ L∞

c (RN ) such that ∥u− v∥H1
A,V (RN ) <

ε
2 and |v|

a.e.
⩽ |u|.

Let n ∈ N. Let for x ∈ RN , un(x) = ξn(x)ξ
(

|u(x)|
n

)
u(x). Then, suppun ⊂ B(0, 2n), ∥un∥L∞(RN ) ⩽ 2n,

un
a.e. in RN

−−−−−−→
n→∞

u,
√
V un

a.e. in RN

−−−−−−→
n→∞

√
V u, |un| ⩽ |u| ∈ L2(RN ) and

√
V |un| ⩽

√
V |u| ∈ L2. It follows

that (un)n∈N ⊂ L∞
c (Rn) and by the dominated convergence Theorem,

lim
n→∞

∫
RN

V |u− un|2dx = 0 and un
L2(RN )−−−−−→
n→∞

u. (2.17)

In addition,

∇un =
1

n
ξ′
(
| . |
n

)
ξ

(
|u|
n

)
u
x

|x|
+

1

n
ξn ξ

′
(
|u|
n

)
u∇|u|+ ξnξ

(
|u|
n

)
∇u a.e. in RN

−−−−−−→
n→∞

∇u.

But, ξ′
(

|u|
n

)
= 0, if |u| ⩾ 2n so that,

|∇un| ⩽ ∥ξ′∥L∞(R)|u|+ (2∥ξ′∥L∞(R) + 1)|∇u| ∈ L2(RN ),

by Lemmas 2.15 and 2.11. By the dominated convergence Theorem and (2.17), we then infer that

un
H1(RN )−−−−−→
n→∞

u. It follows from (2.16)–(2.17) that (un)n∈N ⊂ H1
A,V (RN ) and un

H1
A,V (RN )

−−−−−−−→
n→∞

u. Pick any

n0 ∈ N large enough to have ∥u− un0
∥H1

A,V (RN ) <
ε
2 . Hence the result with v = un0

.

Step 2: There exists φ ∈ D(RN ) such that ∥v − φ∥H1
A,V (RN ) <

ε
2 and ∥φ∥Lp(RN ) ⩽ ∥v∥Lp(RN ).

Let n ∈ N. Let R > 1 be such that B(0, R) ⊃ supp v. Set, vn = ρn ⋆ v. Since v ∈ H1
c (RN ) it is

well-known that vn ∈ D(RN ), ∥vn∥Lp(RN ) ⩽ ∥v∥Lp(RN ) (by Young’s inequality),

supp vn ⊂ supp ρn + supp v ⊂ B(0, 2R), (2.18)

vn
H1(RN )−−−−−→
n→∞

v, (2.19)

(see for instance Brezis [3]: Proposition 4.18, p.106; Proposition 4.20, p.107; Theorem 4.22, p.109;

Lemma 9.1, p.266). Then, vn ∈ H1
A,V (RN ) and by (2.16),

∇vn + iAvn
L2(RN )−−−−−→
n→∞

∇v + iAv. (2.20)
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By (2.19), we may extract a subsequence, that we still denote by (vn)n∈N, such that vn
a.e. in RN

−−−−−−→
n→∞

v.

As a consequence,
√
V vn

a.e. in RN

−−−−−−→
n→∞

√
V v. Applying Young’s inequality and (2.18), we see that

√
V |vn| ⩽

√
V ∥v∥L∞(RN )1B(0,2R) ∈ L2(RN ).

It follows from the dominated convergence Theorem that lim
n→∞

∫
RN

V |v−vn|2dx = 0, which gives with

(2.20),

lim
n→∞

∥v − vn∥H1
A,V (RN ) = 0.

We then choose φ = vn1
, where n1 ∈ N is sufficiently large to have ∥v − vn1

∥H1
A,V (RN < ε

2 . Hence

Step 2.

Step 3: Conclusion.

The result follows from Steps 1 and 2.

Lemma 2.17. The space H1
A,V (RN ) is complete.

Proof. Let (un)n∈N ⊂ H1
A,V (RN ) be a Cauchy sequence. Since H1

A,V (RN ) ↪→ H1(RN ) which is

complete (Lemma 2.15), there exists u ∈ H1(RN ) such that un
H1(RN )−−−−−→
n→∞

u. By Lemma 2.13, Au ∈

L2(RN ;CN ) and ∇un+iAun
L2(RN )−−−−−→
n→∞

∇u+iAu. To conclude, it remains to show that
√
V u ∈ L2(RN )

and
√
V un

L2(RN )−−−−−→
n→∞

√
V u. The sequence (

√
V un)n∈N being Cauchy in L2(RN ), it is bounded and there

exists v ∈ L2(RN ) such that
√
V un

L2(RN )−−−−−→
n→∞

v. There exists a subsequence (unk
)k∈N ⊂ (un)n∈N such

that unk

a.e. in RN

−−−−−−→
k→∞

u. It follows that
√
V unk

a.e. in RN

−−−−−−→
k→∞

√
V u and by Fatou’s Lemma,

√
V u ∈ L2(RN ).

Let φ ∈ D(RN ). By Hölder’s inequality,
√
V φ ∈ L2(RN ). We have for any n ∈ N,

⟨
√
V un, φ⟩L2(RN ),L2(RN ) = ⟨un,

√
V φ⟩L2(RN ),L2(RN ).

By the above convergences, we can pass to the limit and we get for any φ ∈ D(RN ),

⟨v, φ⟩L2(RN ),L2(RN ) = ⟨u,
√
V φ⟩L2(RN ),L2(RN ) = ⟨

√
V u, φ⟩L2(RN ),L2(RN ).

It follows that, v =
√
V u in D ′(RN ) and so in L2(RN ). The lemma is proved.

Proof of Theorem 2.5. By Lemma 2.15, H1
A,V (RN ) ↪→ H1(RN ). It remains to show that,

H1(RN ) ↪→ H1
A,V (RN ). Let u ∈ H1(RN ). Then, |u| ∈ H1(RN ) and ∥ |u| ∥H1(RN ) ⩽ ∥u∥H1(RN )

(Lemma 2.11). By Lemma 2.12, Au ∈ L2(RN ;CN ) and V u2 ∈ L1(RN ). As a consequence, u ∈

H1
A,V (RN ) and by (2.13) and (2.16),

∥u∥H1
A,V (RN ) ⩽ C∥u∥H1(RN ),
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where C does not depend on u.

Lemma 2.18. The space H1
A,V (RN ) is separable.

Proof. By Theorem 2.5, H1
A,1(RN ) = H1(RN ) with equivalent norms. Let H = H1(RN ), with

∥ . ∥H = ∥ . ∥H1
A,1(RN ). Since (H1(RN ), ∥ . ∥H1(RN )) is separable, so is (H, ∥ . ∥H). Let us define the

linear operator T by,

T : H1
A,V (RN ) −→ L2(RN )×H

u 7−→ (
√
V u, u),

with ∥(u, v)∥2L2(RN )×H = ∥u∥2L2(RN ) + ∥v∥2H , for any (u, v) ∈ L2(RN ) × H. Clearly, L2(RN ) × H is

separable. Thus, T
(
H1

A,V (RN )
)
is also separable (Brezis [3]: Proposition 3.25, p.73). But for any

u ∈ H1
A,V (RN ),

∥T (u)∥L2(RN )×H ⩾ ∥u∥H1
A,V (RN ),

so that H1
A,V (RN ) is separable.

Proof of Theorem 2.3. By Lemmas 2.15–2.18, it remains to show the continuous embeddings and

the densities in (2.7). This comes from the fact that the embeddings in (2.6) are dense and from the

reflexivity of the spaces D(RN ) and H1
A,V (RN ).

Proof of Theorem 2.7. Estimate (2.8) comes from (1.15)–(1.17) and a straightforward calculation,

while (2.9) is a consequence of the embeddings H1
A,V (RN ) ↪→ H1(RN ) and H−1(RN ) ↪→ H−1

A,V (RN ),

due to (2.6) and (2.7).

3 The set of dislocations

Lemma 3.1. Let A satisfy (1.3), (1.5) and (1.6). Then for any y ∈ ZN , there exists a unique

continuous function ψy ∈W 1,N+ε
loc (RN ;R) (ψy ∈ H1

loc(R;R), if N = 1) such that

ψy(0) = 0, (3.1)

∀x ∈ RN , ψy(x− y) + ψ−y(x) = ψy(−y) = ψ−y(y), (3.2)

A(x+ y) = A(x) +∇ψy(x), (3.3)

for almost every x ∈ RN . In particular, ψ0 = 0 over RN .
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Proof. Let y ∈ ZN . Uniqueness for ψy comes from (3.1) and (3.3), once continuity is proved.

By Remark 1.2 and the Sobolev embedding, there exists ψ̃y ∈ W 1,N+ε
loc (RN ;R) satisfying (3.3) and

continuous over RN . Setting ψy = ψ̃y − ψ̃y(0), we see that ψy verifies (3.1) and (3.3). Notice that

the function x 7−→ 0 satisfies (3.3) for y = 0, so that ψ0 = 0, by uniqueness. It remains to establish

(3.2). Applying (3.3) with y at the point x−y and a second time with −y, we obtain for almost every

x ∈ RN ,

A(x− y) = A(x)−∇ψy(x− y) = A(x) +∇ψ−y(x).

It follows that there exists c ∈ R such that,

∀x ∈ RN , ψy(x− y) + ψ−y(x) = c.

Substituting first x = 0, then x = y and using (3.1) we obtain (3.2).

Lemma 3.2. Let A satisfy (1.3), (1.5) and (1.6). Let
(
ψy

)
y∈ZN be given by Lemma 3.1. For any

y ∈ ZN , let φy ∈W 1,N+ε
loc (RN ;R) be defined by,

φy
def
= ψy −

1

2
ψy(−y), (3.4)

Then φy ∈ C(RN ;R) and verifies,

∀x ∈ RN , φy(x− y) + φ−y(x) = 0, (3.5)

A(x+ y) = A(x) +∇φy(x), (3.6)

for almost every x ∈ RN . Finally, φ0 = 0 over RN .

Proof. By Lemma 3.1 and (3.4), we only have to check (3.5). The result then comes from (3.4) and

(3.2).

Assume that A and V satisfy Assumptions 1.1 and 1.3, respectively. For any y ∈ ZN , we define

τy ∈ L
(
H1

A,V (RN )
)
as follows.

τy : H1
A,V (RN ) −→ H1

A,V (RN )

u 7−→ eiφyu( · + y),

where φy is given by (3.4). Indeed, it is clear that τy : H1
A,V (RN ) −→ L2(RN ) is linear and,∫

RN

V |τyu|2dx =

∫
RN

V |u|2dx, (3.7)
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for any u ∈ H1
A,V (RN ). In addition, by (3.6), we have for any y ∈ ZN , u ∈ H1

A,V (RN ) and almost

every x ∈ RN ,

∇(τyu)(x) + iA(x)(τyu)(x)

=
(
∇u(x+ y) + iA(x)u(x+ y) + i∇φy(x)u(x+ y)

)
eiφy(x)

=
(
∇u(x+ y) + iA(x+ y)u(x+ y)

)
eiφy(x).

We deduce that τy : H1
A,V (RN ) −→ H1

A,V (RN ) is well-defined, linear and

∥∇(τyu) + iA(τyu)∥L2(RN ) = ∥∇u+ iAu∥L2(RN ).

The above estimates and (3.7) permit us to see that for any y ∈ ZN , τy ∈ L
(
H1

A,V (RN )
)
with

∥τy∥L (H1
A,V (RN )) = 1. Let

D
def
=
{
τy; y ∈ ZN

}
. (3.8)

Proposition 3.3. Let A and V satisfy Assumptions 1.1 and 1.3, respectively, and let D be defined

by (3.8). Then D is a set of unitary operators on H1
A,V (RN ). In addition,

τ0 = Id, (3.9)

τ−1
y = τ⋆y = τ−y, (3.10)

⟨τyu, τyv⟩H1
A,V (RN ) = ⟨u, v⟩H1

A,V (RN ), (3.11)

for any y ∈ ZN and u, v ∈ H1
A,V (RN ).

Proof of Lemma 3.3. Recall thatD is set of bounded linear operators onH1
A,V (RN ). By Lemma 3.2,

φ0 = 0 so that τ0 = Id . Let y ∈ ZN and let u ∈ H1
A,V (RN ). For almost every x ∈ RN , one has,

τy
(
τ−yu

)
(x) = eiφy(x)

(
τ−yu

)
(x+ y) = eiφy(x)eiφ−y(x+y)u(x) = u(x),

where we have used (3.5) in the last equality. Still with (3.5), we show that τ−y

(
τyu
)
= u. It follows

that τy is invertible and τ−1
y = τ−y. Now, let v ∈ H1

A,V (RN ). By a straightforward calculation and

with help of (3.5) again and (3.6), we obtain

⟨u, τ⋆y v⟩H1
A,V (RN )

def
= ⟨τyu, v⟩H1

A,V (RN ) = ⟨u, τ−1
y v⟩H1

A,V (RN ),

so that, τ⋆y = τ−1
y which concludes the proof.

Let us recall the following definition (see Definition 3.1, p.60, in Tintarev and Fieseler [14] and

Proposition 3.3).
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Definition 3.4. Let A and V satisfy Assumptions 1.1 and 1.3, respectively, and let D be defined

by (3.8). Let (un)n∈N ⊂ H1
A,V (RN ) and u ∈ H1

A,V (RN ). We shall say that the sequence (un)n∈N

converges to u D-weakly, which we will denote as,

un
D

−−⇀
n→∞

u,

if

lim
n→∞

⟨un − u, τyn
v⟩H1

A,V (RN ) = 0,

for any sequence (τyn
)n∈N ⊂ D and v ∈ H1

A,V (RN ).

Notation 3.5. Let A and V satisfy Assumptions 1.1 and 1.3, respectively, and let D be defined

by (3.8). Let (τyn
)n∈N ⊂ D. We shall write,

τyn −−⇀
n→∞

0,

to mean that for any u ∈ H1
A,V (RN ), τynu −−⇀

n→∞
0 in H1

A,V -weakly, or equivalently,

lim
n→∞

⟨τyn
u,v⟩H1

A,V (RN ) = 0,

for any u, v ∈ H1
A,V (RN ).

Remark 3.6. If un
D

−−⇀
n→∞

0 then un −−⇀
n→∞

0 in H1
A,V -weakly. In particular, un

H1
w

−−⇀
n→∞

0 and for any

sequence (τyn)n∈N ⊂ D, τynun
H1

w

−−⇀
n→∞

0. Indeed, this follows from (3.9), (3.10) and (2.6).

Lemma 3.7. Let A and V satisfy Assumptions 1.1 and 1.3, respectively. Let (yk)k, (zk)k ⊂ ZN .

Then,

τyk
τzk −−⇀

k→∞
0 ⇐⇒ |yk + zk| −−−−→

k→∞
∞. (3.12)

Moreover, if τyk
τzk

�
��−−⇀

k→∞
0 then

(
τyk

τzk
)
k
admits a constant subsequence.

Proof. Let (yk)k, (zk)k ⊂ ZN .

Step 1: If lim inf
k→∞

|yk + zk| <∞ then (yk + zk)k admits a constant subsequence.

Indeed, if lim inf
k→∞

|yk + zk| <∞ then (yk + zk)k admits a bounded subsequence, from which we extract

a convergent subsequence
(
ykℓ

+ zkℓ

)
ℓ
. Since

(
ykℓ

+ zkℓ

)
ℓ
converges in ZN , Step 1 follows.

Step 2: Proof of =⇒ .

We show the contraposition. Assume that lim inf
k→∞

|yk+zk| <∞. By Step 1, there exists
(
ykℓ

+zkℓ

)
ℓ
⊂
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(yk + zk)k such that for any ℓ ∈ N, ykℓ
+ zkℓ

= yk1
+ zk1

. Let u ∈ H1
A,V (RN ) \ {0} and v = τyk1

τzk1
u.

It follows from (3.11) that,

∀ℓ ∈ N, ⟨τykℓ
τzkℓ

u, v⟩H1
A,V (RN ) = ∥u∥2H1

A,V (RN ) > 0,

and so, τyk

�
��−−⇀

k→∞
0.

Step 3: Proof of ⇐= .

Assume |yk + zk| −−−−→
k→∞

∞. Let φ,ψ ∈ D(RN ). Then for any k ∈ N large enough, supp(τyk
τzkφ) ∩

suppψ = ∅, so that,

⟨τyk
τzkφ,ψ⟩H1

A,V (RN )
k→∞−−−−→ 0. (3.13)

Let u, v ∈ H1
A,V (RN ). Let ε > 0. By density (Theorem 2.3), there exists (φn)n, (ψn)n ⊂ D(RN ) such

that, φn

H1
A,V (RN )

−−−−−−−→
n→∞

u and ψn

H1
A,V (RN )

−−−−−−−→
n→∞

v. Let n0 ∈ N be such that,

∥v∥H1
A,V (RN )∥u− φn0

∥H1
A,V (RN ) + ∥φn0

∥H1
A,V (RN )∥v − ψn0

∥H1
A,V (RN ) ⩽ ε,

for any n ⩾ n0.We then infer with help of (3.11) and Cauchy-Schwarz’s inequality that for any k ∈ N,

|⟨τyk
τzku, v⟩H1

A,V
| ⩽ |⟨τyk

τzk(u− φn0
), v⟩H1

A,V
|+ |⟨τyk

τzkφn0
, v − ψn0

⟩H1
A,V

|+ |⟨τyk
τzkφn0

, ψn0
⟩H1

A,V
|

⩽ ∥v∥H1
A
∥u− φn0

∥H1
A,V

+ ∥φn0
∥H1

A
∥v − ψn0

∥H1
A,V

+ |⟨τyk
τzkφn0

, ψn0
⟩H1

A,V
|

⩽ ε+ |⟨τyk
τzkφn0

, ψn0
⟩H1

A,V
|.

By (3.13), if follows that: lim sup
k→∞

|⟨τyk
τzku, v⟩H1

A,V (RN )| ⩽ ε. Since ε > 0 is arbitrary, we then get that

for any u, v ∈ H1
A,V (RN ),

〈
τyk

τzku, v
〉
H1

A,V (RN )

k→∞−−−−→ 0, which is the desired result.

Step 4: If τyk
τzk

�
��−−⇀

k→∞
0 then

(
τyk

τzk
)
k
admits a constant subsequence.

Now assume that τyk
τzk

�
��−−⇀

k→∞
0. By (3.12), this means lim inf

k→∞
|yk+ zk| <∞, and we conclude with help

of Step 1.

Proposition 3.8. Let A and V satisfy Assumptions 1.1 and 1.3, respectively, and let D be defined

by (3.8). Then D is a set of dislocations on H1
A,V (RN ).

Proof. By Proposition 3.1 p.61 in Tintarev and Fieseler [14], it is sufficient to show that if (yk)k ⊂ ZN

is such that τyk

�
��−−⇀

k→∞
0 then τyk

has a strongly convergence subsequence. This is a consequence of (3.9)

and Lemma 3.7.

19



4 Cocompactness

Theorem 4.1. Let A and V satisfy Assumptions 1.1 and 1.3, respectively, and let D be defined

by (3.8). Let (uk)k∈N be a bounded sequence in H1
A,V (RN ). Let p ∈ (2, 2⋆) (p ∈ (2,∞], if N = 1).

Then (uk)k∈N is bounded in H1(RN ) and we have the following result.

uk
D

−−⇀
k→∞

0 ⇐⇒ uk
Lp(RN )−−−−−→
k→∞

0.

Proof. Let (uk)k∈N be a bounded sequence in H1
A,V (RN ) and let p be as in the theorem. By (2.6)

and Sobolev’ embedding, (uk)k∈N is bounded in H1(RN ) and so in Lp(RN ). Assume that uk
D

−−⇀
k→∞

0.

By Remark 3.6, τyk
uk

H1
w

−−⇀
k→∞

0, for any (τyk
)k ⊂ D. Suppose p <∞. We claim that,

∀k ∈ N, ∃yk ∈ ZN such that sup
y∈ZN

∫
Q−y

|uk|pdx =

∫
Q

|τyk
uk|pdx. (4.1)

Indeed, if sup
y∈ZN

∫
Q−y

|uk|pdx = 0, there is nothing to prove. If sup
y∈ZN

∫
Q−y

|uk|pdx = δ > 0 then if the

supremum in y was not a maximum then there would be an infinite number of y ∈ ZN such that∫
Q−y

|uk|pdx > δ
2 , contradicting the fact that (uk)k is bounded in Lp(RN ).

By the Sobolev embedding H1(Q) ↪→ Lp(Q) and translation, there exists C > 0 such that for any

k ∈ N and y ∈ ZN , ∥uk∥2Lp(Q−y) ⩽ C∥uk∥2H1(Q−y). Multiplying the both sides by ∥u∥p−2
Lp(Q−y), we get

∫
Q−y

|uk|pdx ⩽ C∥uk∥2H1(Q−y)

 ∫
Q−y

|uk|pdx


p−2
p

.

Summing over y ∈ ZN , we obtain for any k ∈ N,

∥uk∥pLp(RN )
⩽ C∥uk∥2H1(RN ) sup

y∈ZN

 ∫
Q−y

|uk|pdx


p−2
p

.

For any k ∈ N, let yk ∈ ZN be given by (4.1). Noticing that sup
k∈N

∥uk∥H1(RN ) < ∞, we infer from the

compactness of the Sobolev embedding H1(Q) ↪→ Lp(Q) that

∀k ∈ N, ∥uk∥pLp(RN )
⩽ C∥τyk

uk∥p−2
Lp(Q)

k→∞−−−−→ 0,

since τyk
uk

H1
w

−−⇀
k→∞

0. When N = 1 and p = ∞, we use the above result and Gagliardo-Nirenberg’s

inequality to see that,

∥uk∥L∞(R) ⩽ C∥uk∥
2
3

L4(R)∥uk∥
1
3

H1(R) ⩽ C∥uk∥
2
3

L4(R)
k→∞−−−−→ 0.
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Let us prove the converse and assume that uk
Lp(RN )−−−−−→
k→∞

0. Note that if N = 1 and p = ∞ then,

∥uk∥2L4(R) ⩽ ∥uk∥L2(R)∥uk∥L∞(R) ⩽ C∥uk∥L∞(R)
k→∞−−−−→ 0.

So we may assume that p < ∞. Let (τyk
)k ∈ D. Since for any k ∈ N, ∥τyk

uk∥Lp(RN ) = ∥uk∥Lp(RN )

and ∥τyk
uk∥H1

A,V (RN ) = ∥uk∥H1
A,V (RN ) by (3.11), we obtain that for some

(
τykℓ

)
ℓ
⊂ (τyk

)k and u ∈

H1
A,V (RN ),

τyk
uk −−−−→

k→∞
0, in Lp(RN ),

τykℓ
ukℓ

−⇀
ℓ→∞

u, in H1
A,V -weakly.

In particular, both convergences hold in D ′(RN ), so that u = 0 and τyk
uk −⇀

k→∞
0, in H1

A,V -weakly,

for the whole sequence (τyk
uk)k. This concludes the proof.

5 An associated critical value function and proof of the main
result

Proposition 5.1. Let N ⩾ 1. Let g and F be as in Assumption 1.3, where f satisfies (1.8) and (1.9)

and let ψ be defined by (1.7). Then the following holds.

1. ψ ∈ C1(H1(RN );R), ψ′ = g and ψ and ψ′ are bounded on bounded sets.

2. ∀(u, v) ∈ H1(RN )×H1(RN ), ⟨g(u), v⟩H−1(RN ),H1(RN ) = Re

∫
RN

g(u)(x)v(x)dx.

3. Let (un)n, (vn)n ⊂ H1(RN ) be bounded. If lim
n→∞

∥un − vn∥Lp(RN ) = 0, for some p ∈ [1,∞], then

lim
n→∞

|ψ(un)− ψ(vn)| = 0.

4. Let u ∈ H1(RN ). If un
H1

w

−−−⇀
n→∞

u then g(un)
H−1

w

−−−⇀
n→∞

g(u).

Proposition 5.1 is well-known but with some slightly different assumptions on f and, in all cases, for

real-valued functions. It can be adapted and for the convenience of the reader, we postpone its proof

to the Appendix A.

Remark 5.2. If N ⩾ 3 then, under the hypotheses of Proposition 5.1, the conclusions may be slightly

more general as follows. We first recall that,

D(RN ) ↪→ E
def
= L2(RN ) ∩ L2⋆(RN ) with dense embedding,

E⋆ = L2(RN ) + L2⋆′
(RN ) ↪→ D ′(RN ) with dense embedding,
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where, ∥u∥E = ∥u∥L2(RN ) + ∥u∥L2⋆ (RN ). See, for instance, Bergh and Löfström [2] (Lemma 2.3.1,

p.24–25 and Theorem 2.7.1, p.32). Then the following holds.

1. ψ ∈ C1(E;R), ψ′ = g ∈ C(E;E⋆) and ψ and ψ′ are bounded on bounded sets.

2. ∀(u, v) ∈ E × E, ⟨g(u), v⟩E⋆,E = Re

∫
RN

g(u)(x)v(x)dx.

3. Let (un)n, (vn)n ⊂ E be bounded. If lim
n→∞

∥un − vn∥Lp(RN ) = 0, for some p ∈ [1,∞], then

lim
n→∞

|ψ(un)− ψ(vn)| = 0.

4. Let u ∈ H1(RN ). If un
H1

w

−−−⇀
n→∞

u then g(un)
E⋆

w

−−−⇀
n→∞

g(u).

For more details, see the proof of Proposition 5.1 in the Appendix A.

From now and until the end of this section, we shall suppose that Assumptions 1.1 and 1.3 are fulfilled.

In particular, by (1.10), g ̸≡ 0. Note that when g ≡ 0 then by Remark 2.8, u ≡ 0 is the unique solution

to (1.19).

Let for any t ⩾ 0, St
def
=
{
u ∈ D(RN ); ∥u∥2

H1
A,V (RN )

= t
}
, St

def
=
{
u ∈ H1

A,V (RN ); ∥u∥2
H1

A,V (RN )
= t
}
,

Bt
def
=
{
u ∈ H1

A,V (RN ); ∥u∥2
H1

A,V (RN )
⩽ t
}
and

γ(t)
def
= sup

u∈St
ψ(u) = sup

u∈St
ψ(u), (5.1)

where the second equality in (5.1) comes from density of D(RN ) in H1
A,V (RN ) (Theorem 2.3). Fur-

thermore let

Iγ
def
=

(
2 inf
t ̸=s

γ(t)− γ(s)

t− s
, 2 sup

t ̸=s

γ(t)− γ(s)

t− s

)
, (5.2)

and for any ρ > 0,

∀u ∈ H1
A,V (RN ), Gρ(u)

def
=

ρ

2
∥u∥2H1

A,V (RN ) − ψ(u), (5.3)

∀t ⩾ 0, Γρ(t)
def
=

ρ

2
t− γ(t). (5.4)

Note that by Proposition 5.1 and Theorems 2.3 and 2.7, Gρ ∈ C1(H1
A,V (RN );R) and

G′
ρ(u) = ρ(−∆Au+ V u)− g(u), in H−1

A,V (R
N ).

It follows that for λ =
1

ρ
, uρ is a weak solution to (1.19) if, and only if, G′

ρ(uρ) = 0.
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Lemma 5.3. The function γ defined by (5.1) is continuous and nondecreasing over [0,∞) and is

locally Lipschitz continuous over (0,∞). Furthermore, γ has a derivative at t = 0 and γ′(0) = 0. In

addition, for any a ⩾ 0 and b ⩾ 0,

γ(a) + γ(b) ⩽ γ(a+ b). (5.5)

Finally, Iγ ̸= ∅ and Iγ =

(
0, 2 sup

t ̸=s

γ(t)−γ(s)
t−s

)
.

Proof. Let u ∈ H1
A,V (RN ).

Let θ > 0. Let (vk)k∈N ⊂ S1 be such that vk −−−⇀ 0 inH1
A,V -weakly and supp vk ⊂ Q. By Theorem 2.3

and compactness, vk
H1

w

−−−⇀
k→∞

0 and vk
Lp(RN )−−−−−→
k→∞

0, for any p ∈ (2, 2⋆), It follows from Property 3 of

Proposition 5.1 that,

ψ(u+ θvk)
k→∞−−−−→ ψ(u) and ∥u+ θvk∥2H1

A,V (RN )

k→∞−−−−→ ∥u∥2H1
A,V (RN ) + θ2. (5.6)

Let t > 0. Let (uk)k∈N ⊂ St be a such that ψ(uk)
k→∞−−−−→ γ(t) and suppuk ⊂ B(0, Rk). Since D(RN )

is dense in H1
A,V (RN ) (Theorem 2.3), we may find (wk)k∈N ⊂ D(RN ) such that suppwk ⊂ B(0, rk)

and wk

H1
A,V (RN )

−−−−−−−→
k→∞

u. Let (yk)k ⊂ ZN with |yk| > Rk + rk and let vk = τyk
uk ∈ H1

A,V (RN ). It follows

that,

∀k ∈ N, supp vk ∩ suppwk = ∅, (5.7)

from which we deduce for any k ∈ N, ψ(vk + wk) = ψ(vk) + ψ(wk). By Theorem 2.3, Proposition 5.1

and the fact that ψ is invariant with respect to D, we have for any k ∈ N,∣∣ψ(u+ vk)−
(
ψ(u) + γ(t)

)∣∣
⩽
∣∣ψ(u+ vk)− ψ(wk + vk)

∣∣+ |ψ(wk)− ψ(u)|+ |ψ(vk)− γ(t)|

⩽ C∥wk − u∥H1
A,V (RN ) + |ψ(uk)− γ(t)| k→∞−−−−→ 0.

It follows that,

lim
k→∞

ψ(u+ vk) = ψ(u) + γ(t). (5.8)

Finally, by (5.7) and Cauchy-Schwarz’s inequality,

|⟨u, vk⟩H1
A,V (RN ) = |⟨u− wk, vk⟩H1

A,V (RN )| ⩽
√
t∥wk − u∥H1

A,V (RN )
k→∞−−−−→ 0,

from which we get with help of (3.11),

lim
k→∞

∥u+ vk∥2H1
A,V (RN ) = ∥u∥2H1

A,V (RN ) + t. (5.9)
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And since ψ′ is bounded on bounded sets (Proposition 5.1), we conclude with (2.6) and (2.7) that

there exists Ct > 0 such that,

∀u ∈ Bt,
∣∣∣⟨ψ′(u), u⟩H−1

A,V (RN ),H1
A,V (RN )

∣∣∣ ⩽ Ct. (5.10)

By (5.6), (5.8)–(5.10) and [10, Theorem 2.1], it follows that γ is locally Lipschitz continuous and

nondecreasing over (0,∞) and (5.5) holds true. Now, let us prove that γ′(0) = inf
t̸=s

γ(t)−γ(s)
t−s = 0. Let

ε > 0. We let κ = 1, if N ⩾ 3 and κ = 0, if N = 2. Let Cε > 0 and pε > 2 be given by (1.8)–(1.9). By

(2.6) and the Sobolev embeddings, there exist C > 0, which does not depend on ε, and C ′
ε > 0 such

that for any t > 0,

0 ⩽ inf
t̸=s

γ(t)− γ(s)

t− s
⩽
γ(t)− γ(0)

t
⩽

1

t
sup
u∈St

∫
RN

|F (x, |u|)|dx

⩽
1

t
sup
u∈St

(
ε

∫
RN

(|u|2 + κ|u|2
⋆

)dx+ Cε

∫
RN

|u|pεdx

)
⩽
Cε

t

(
sup
u∈St

∥u∥2H1
A,V (RN ) + κ sup

u∈St
∥u∥2

⋆

H1
A,V (RN )

)
+
C ′

εCε

t
sup
u∈St

∥u∥pε

H1
A,V (RN )

⩽ Cε
(
1 + κt

2⋆−2
2

)
+ C ′

εCεt
pε−2

2
t↘0−−−→ Cε.

Since ε is arbitrary, we can conclude that inf
t ̸=s

γ(t)−γ(s)
t−s = γ′(0) = lim

t↘0

γ(t)−γ(0)
t = 0. Finally, if Iγ

where empty then we would have for any t ⩾ 0, γ(t) = 0. But this would yield ψ(u) ⩽ 0, for any

u ∈ H1(RN ), contradicting (1.10).

We shall use the well-known following result.

Theorem 5.4 ([14], Theorem 3.1, p.62-63). Let (uk)k∈N ⊂ H1
A,V (RN ) be a bounded sequence and

let t0
def
= lim sup

k→∞
∥uk∥2H1

A,V (RN )
. Then, up to subsequence that we will still denote by (uk)k∈N, there

exist D ⊂ N, (wn)n∈D ⊂ H1
A,V (RN ) and

(
τyn

k

)
(k,n)∈N×D ⊂ D such that for any (n,m) ∈ D× D,

τ−yn
k
uk −−−⇀

k→∞
wn, in H1

A,V -weakly, (5.11)

lim
k→∞

|ymk − ynk | = ∞, for n ̸= m, (5.12)∑
n∈D

∥wn∥2H1
A,V (RN ) ⩽ t0, (5.13)

uk −
∑
n∈D

τyn
k
wn

D
−−−⇀
k→∞

0, (5.14)

where the series in (5.14) converges uniformly in k ∈ N.

Proof. Since H1
A,V (RN ) is a separable infinite-dimensional Hilbert space and D is a set of dislocations

on H1
A,V (RN ) ((2.5) and Proposition 3.8) and using (3.10), we may apply [14, Theorem 3.1, p.62-

63] which asserts, up to subsequence that we will still denote by (uk)k∈N, the existence of D ⊂ N,
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(wn)n∈D ⊂ H1
A,V (RN ) and

(
τyn

k

)
(k,n)∈N×D ⊂ D satisfying (5.11), (5.13), (5.14) and τ−yn

k
τym

k
−−−⇀
k→∞

0,

for n ̸= m. This last estimate and Lemma 3.7 yields (5.12).

Lemma 5.5. For almost every ρ ∈ Iγ , there exist c(ρ) > 0 and a bounded critical sequence (uk)k∈N ⊂

H1
A,V (RN ) that is,

(uk)k∈N ⊂ H1
A,V (RN ) is bounded, (5.15)

Gρ(uk)
k→∞−−−−→ c(ρ) > 0,

G′
ρ(uk)

H−1
A,V (RN )

−−−−−−−→
k→∞

0.

(5.16)

In addition, for every ρ ∈ Iγ , there exist c(ρ) > 0 and a sequence (uk)k∈N ⊂ H1
A,V (RN ) satisfying

(5.16).

Proof. The proof of [10, Theorem 2.15] can be adapted to prove Lemma 5.5. Let ρ0 ∈ Iγ . Then Γρ0

is not monotone nondecreasing. Indeed, if so then for any t1 < t2 we would have

ρ0
2
t1 − γ(t1) ⩽

ρ0
2
t2 − γ(t2),

which implies 2 sup
t ̸=s

γ(t)−γ(s)
t−s ⩽ ρ0, contradicting the fact that ρ0 ∈ Iγ . (Similarly Γρ0

is not monotone

nonincreasing.) Therefore, we can find 0 < t0 < t1 and a δ > 0 such that Γρ0(t0) > Γρ0(t1) + 3δ > 3δ

(we recall that by Lemma 5.3, Γρ0(0) = 0 and Γ′
ρ0
(0) > 0). Also, it is clear that the mapping

ρ 7−→ Γρ(t0) − Γρ(t1) is continuous over [0,∞) so that there exists δ0(ρ0) > 0 such that for any

ρ ∈ Iρ0

def
=
(
ρ0 − δ0(ρ0), ρ0 + δ0(ρ0)

)
, Γρ(t0) > Γρ(t1) + 2δ > 2δ. But it follows from the definition of

γ that there is a u1 ∈ St1 such that ψ(u1) > γ(t1)− δ. Thus, for any ρ ∈ Iρ0 and any u ∈ St0 ,

Gρ(u) ⩾ Γρ(t0) > Γρ(t1) + 2δ > Gρ(u1) + δ. (5.17)

Denoting by Λ
def
=
{
ξ ∈ C

(
[0, 1];H1

A,V (RN )
)
; ξ(0) = 0 and ξ(1) = u1

}
, it follows from (5.17) that the

following holds.
For any ρ0 ∈ Iγ , there exist δ0(ρ0) > 0 and u1 ∈ H1

A,V (RN ) \ {0}

such that for any ρ ∈ Iρ0

def
=
(
ρ0 − δ0(ρ0), ρ0 + δ0(ρ0)

)
,

c(ρ)
def
= inf

ξ∈Λ
max
t∈[0,1]

Gρ

(
ξ(t)

)
> Gρ(u1) > Gρ(0).

(5.18)

Thus Gρ0 has mountain pass geometry and we can find a critical sequence satisfying (5.16) by the

Mountain Pass Theorem (see, for instance, [14, Theorem 6.2, p.144]). Now, let us show that for

almost every ρ ∈ Iγ , there exists a bounded critical sequence. As we shall see, this is almost a direct

25



consequence of (5.18) and [6, Theorem 1.1] (see also [9, 13]). Because of the form of the functional

Gρ, we cannot directly apply [6]. But it can be easily adapted and we postpone its proof to the

Appendix A (see Theorem A.1 below). Let I ⊂ (0,∞) be any interval. Let us consider the following

Property (PI). For almost every ρ ∈ I, there exists a sequence

(uk)k∈N ⊂ H1
A,V (RN ) satisfying (5.15)–(5.16).

(PI)

Let (an)n∈N ⊂ Iγ be any increasing sequence converging towards sup Iγ . For each n ∈ N, let

In
def
=
(
1
n , an

)
. Let n ∈ N be such that In ̸= ∅. By (5.18) and Theorem A.1, for each ρ0 ∈ Iγ ,

Iρ0
satisfies (PIρ0

). But In ⊂
⋃

ρ0∈Iγ

Iρ0
and by compactness, In may be covered by a finite number

of Iρ0
. Consequently, In satisfies (PIn). Since n ∈ N, is arbitrary, we infer that Iγ =

⋃
n∈N

In satisfies

(PIγ ). This ends the proof of the lemma.

Corollary 5.6. For almost every ρ ∈ Iγ , there exists uρ ∈ H1
A,V (RN ) \ {0} such that G′

ρ(uρ) = 0. In

particular, uρ is a non zero weak solution to (1.19) with λ = 1
ρ .

Proof. By Lemma 5.5, for almost every ρ ∈ Iγ , there exist c(ρ) > 0 and a sequence (uk)k∈N ⊂

H1
A,V (RN ) satisfying (5.15)–(5.16). Let such ρ, c

def
= c(ρ) and (uk)k∈N. We first extract a subsequence

(without change of notation) for which Theorem 5.4 applies. By (5.16), the sequence uk
�

�
�H1

A,V−−−−→
k→∞

0

because c > 0 and Gρ(0) = 0. Thus we may assume that, up to a subsequence that we still denote by

(uk)k∈N, ∥uk∥2H1
A,V (RN )

−→ t > 0. It follows from (5.16) that ⟨G′
ρ(uk), uk⟩H−1

A,V ,H1
A,V

−→ 0. If uk
D

−−⇀ 0

then (2.9), Proposition 5.1, (1.8)–(1.9), Hölder’s inequality, Sobolev’s embedding and Theorem 4.1

imply that for any ε > 0, there is a pε ∈ (2, 2⋆) such that for some Cε > 0,∣∣∣⟨g(uk), uk⟩H−1
A,V ,H1

A,V

∣∣∣ ⩽ ∫
RN

|g(uk)||uk|dx

⩽ C

(
sup
k∈N

∥uk∥H1
A,V (RN )

)
ε+ Cε∥uk∥pε

Lpε (RN )

k→∞−−−−→ Cε.

But then, ⟨G′
ρ(uk), uk⟩H−1

A,V ,H1
A,V

−→ ρt ̸= 0, a contradiction. Then,

uk�
��D−−⇀0, as k −→ ∞. (5.19)

Let us apply and use the notations of Theorem 5.4. If D = ∅ or if all the wn were zero, then by (5.14)

we would have uk
D

−−⇀ 0, contradicting (5.19). Therefore, D ̸= ∅ and there is at least one nonzero wn0

which we call uρ. Since for any (k, n) ∈ N× D,

Gρ

(
τ−yn

k
uk
)
= Gρ(uk) and

∥∥G′
ρ

(
τ−yn

k
uk
)∥∥

H−1
A,V (RN )

= ∥G′
ρ(uk)∥H−1

A,V (RN ),
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we conclude from (5.16), (5.11), Theorem 2.3 and Proposition 5.1 that,

G′
ρ

(
τ−y

n0
k
uk

)
−−−⇀
k→∞

G′
ρ(uρ) = 0, in H−1

A,V -weakly,

from which the result follows.

Proof of Theorem 1.10. Apply Corollary 5.6 with ρ = 1
λ .

6 Applications

In this section, we give some examples of nonlinearities for which Corollary 5.6 applies: for almost

every λ > 0 such that 1
λ ∈ Iγ = (0, 2S), where S

def
= sup

t ̸=s

γ(t)−γ(s)
t−s ∈ (0,∞], there exists, at least, a non

zero weak solution to (1.19).

Example 6.1 (The single power interaction). Let 1 < p < 2⋆ − 1 and let,

∀u ∈ H1(RN ), g(u) = |u|p−1u.

Then (1.8)–(1.10) are satisfied and Corollary 5.6 applies. It is not hard to see that γ(t)
t

t→∞−−−→ ∞ so

that Iγ = (0,∞). Let λ > 0. Let then λ0 ∈ Iγ for which (1.19) admits a non zero weak solution uλ0 .

Setting u =
(

λ
λ0

) 1
p−1

uλ0 , a straightforward calculation shows that u is a solution to (1.19) with λg(u)

as the right side. In conclusion, for any λ > 0, equation (1.19) has, at least, a non zero weak solution.

Note that F satisfies the Rabinowitz condition.

Example 6.2 (The combined power-type interaction). Let µ1, µ2 > 0, let 1 < p1 ̸= p2 < 2⋆− 1

and let,

∀u ∈ H1(RN ), g(u) = µ1|u|p1−1u− µ2|u|p2−1u.

The only difficulty is to show that there is a u ∈ H1(RN ) such that,

ψ(u)
def
=

µ1

p1 + 1
∥u∥p1+1

Lp1+1(RN )
− µ2

p2 + 1
∥u∥p2+1

Lp2+1(RN )
> 0.

Let u ∈ H1
A,V (RN ) \ {0} and let t > 0. If p1 < p2 then

ψ(tu) = tp1+1

(
µ1

p1 + 1
∥u∥p1+1

Lp1+1(RN )
− µ2

p2 + 1
tp2−p1∥u∥p2+1

Lp2+1(RN )

)
> 0,

for any 0 < t≪ 1, while if p1 > p2 then

ψ(tu) = tp2+1

(
µ1

p1 + 1
tp1−p2∥u∥p1+1

Lp1+1(RN )
− µ2

p2 + 1
∥u∥p2+1

Lp2+1(RN )

)
t→∞−−−→ ∞.
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Then (1.8)–(1.10) are satisfied and Corollary 5.6 applies. In particular, it follows from the last estimate

that if p1 > p2 then γ(t)
t

t→∞−−−→ ∞ so that Iγ = (0,∞) and we may choose λ as close to 1 as we want.

Notice also that ψ < 0 on a nonempty open subset which is very different from the most hypotheses

that can be found in the literature (as the Rabinowitz condition, for instance).

Example 6.3. Suppose that F does not satisfy the Rabinowitz condition: F (x, t) ⩾ µtf(x, t) > 0

with µ > 2 but there are an M > 0 and a c > 0 such that for any t > M , F (x, t) ⩾ ct2 ln t. Then

lim
t→∞

γ(t)

t
⩾ c lim

t→∞
sup
u∈St

1

t

∫
RN

|u|2 ln |u|dx

= c lim
t→∞

sup
u∈S1

1

t

∫
RN

t|u|2 ln(
√
t|u|)dx

= ∞.

So that Iγ = (0,∞) and Corollary 5.6 applies for almost every λ > 0. As an example of g satisfying

such a condition and (1.8)–(1.10) is,

∀u ∈ H1(RN ), g(u) =

cε|u|
p−1u, if |u| < ε,

µ1u ln |u|+ µ2u, if |u| ⩾ ε,

where µ1, µ2, ε > 0 and p ∈ (1, 2⋆ − 1) can be chosen arbitrarily and cε = ε−(p−1)(µ1 ln ε+ µ2).

Appendix

A Some proofs

In this appendix, we adapt the proof of [6, Theorem 1.1] to our family of functionals (Gρ)ρ∈Iγ , where

the original idea is due to [12]. We also give the proof of Proposition 5.1.

In [6], the family of functionals is of the form

∀λ > 0, Iλ(u) = A(u)− λB(u),

where A(u)
∥u∥→∞−−−−−→ ∞ or B(u)

∥u∥→∞−−−−−→ ∞, and with B ⩾ 0 everywhere. Unfortunately, in our case,

∀ρ > 0, Gρ(u) =
1

λ
Iλ(u) =

1

λ

(
∥u∥2

2
− λψ(u)

)
, λ =

1

ρ
,

and we do not have B = ψ ⩾ 0, everywhere, but only somewhere. So we have, in some sense, to

reverse the role of A = ∥u∥2 and B = ψ. The following theorem is an easy adaptation of [6, Theorem

1.1], but for the convenience of the reader, we give its proof.
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Theorem A.1 ([6], Theorem 1.1). Let (X, ∥ . ∥) be a Banach space, let I ⊂ (0,∞) be a nonempty

open interval and let (Gρ)ρ∈I ⊂ C1
(
X;R

)
be a family of functionals of the form,

∀ρ ∈ I, Gρ(u) = ρA(u)−B(u), (A.1)

where A ̸≡ 0 and for any u ∈ X, A(u) ⩾ 0. Assume that either A(u)
∥u∥→∞−−−−−→ ∞ or B(u)

∥u∥→∞−−−−−→ ∞.

We also assume that (Gρ)ρ∈I has mountain pass geometry: there exist u1 ∈ X and u2 ∈ X such that,

denoting by

Γ
def
= {ξ ∈ C ([0, 1];X) ; ξ(0) = u1 and ξ(1) = u2} ,

the set of continuous paths joining u1 to u2, we have for any ρ ∈ I,

c(ρ)
def
= inf

ξ∈Γ
max
t∈[0,1]

Gρ

(
ξ(t)

)
> max

{
Gρ(u1), Gρ(u2)

}
. (A.2)

Then for almost every ρ ∈ I, Gρ admits a bounded Palais-Smale sequence: there exists a sequence

(un)n∈N ⊂ X satisfying,

(un)n∈N ⊂ X is bounded, (A.3)
Gρ(un) −−−−→

n→∞
c(ρ),

G′
ρ(un)

X⋆

−−−−→
n→∞

0,
(A.4)

where X⋆ denotes the topological space of X.

Remark A.2. Here are some comments of Theorem A.1.

1) If there exist ρ ∈ I and (u1, u2) ∈ X ×X satisfying (A.2) then it is well-known, by the Mountain

Pass Theorem, that there exists a Palais-Smale sequence (un)n∈N ⊂ X satisfying (A.4) (see, for

instance, [14, Theorem 6.2, p.144]). The difficulty is to find such a bounded sequence.

2) The proof of Theorem A.1 relies on the existence of the derivative c′(ρ) of c(ρ). Since A ⩾ 0, we

have by (A.2) that the mapping c : ρ 7−→ c(ρ) is nondecreasing over I. It follows that c has a

derivative c′ almost everywhere on I. In the original proof, the existence almost everywhere on I

of c′ is ensured by the fact that the mapping c : ρ 7−→ c(ρ) is nonincreasing over I.

Before proceeding to the proof of Theorem A.1, let us pick any ρ ∈ I such that the derivative

c′(ρ) exists (see the item 2) in the above remark). Let then ρ0 ∈ (0, ρ) be small enough to have

(ρ− ρ0, ρ+ ρ0) ⊂ I and

∀ρ̃ ∈ (ρ− ρ0, ρ+ ρ0),

∣∣∣∣c(ρ̃)− c(ρ)

ρ̃− ρ
− c′(ρ)

∣∣∣∣ ⩽ 1. (A.5)
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Now, let us choose (ρn)n∈N ⊂ (ρ, ρ+ρ0) be a decreasing sequence such that ρn
n→∞−−−−→ ρ. Finally, since

A(u)
∥u∥→∞−−−−−→ ∞ or B(u)

∥u∥→∞−−−−−→ ∞ there exists M > 10 such that for any u ∈ X,

∥u∥ > M =⇒ max
{
A(u), B(u)

}
> max

{
c′(ρ) + 3, 2ρ

(
c′(ρ) + 4

)
− c(ρ)

}
. (A.6)

We shall need of the two following lemmas.

Lemma A.3. There exists (ξn)n∈N ⊂ Γ satisfying the following properties.

1) Let t ∈ [0, 1]. If n ∈ N is such that Gρ

(
ξn(t)

)
⩾ c(ρ)− (ρn − ρ) then ∥ξn(t)∥ ⩽M.

2) ∀n ∈ N, max
t∈[0,1]

Gρ

(
ξn(t)

)
⩽ c(ρ) + (c′(ρ) + 2)(ρn − ρ).

Proof. Let (ξn)n∈N ⊂ Γ be such that for any n ∈ N,

max
t∈[0,1]

Gρn

(
ξn(t)

)
⩽ c(ρn) + (ρn − ρ). (A.7)

Let t ∈ [0, 1]. Let n ∈ N. We have by the hypothesis in 1), (A.7) and (A.5),

A
(
ξn(t)

)
=
Gρn

(
ξn(t)

)
−Gρ

(
ξn(t)

)
ρn − ρ

⩽
c(ρn)− c(ρ)

ρn − ρ
+ 2 ⩽ c′(ρ) + 3. (A.8)

In addition, since for any u ∈ X, the mapping ρ 7−→ Gρ(u) is nondecreasing, it follows from (A.8)

and the hypothesis in 1),

B
(
ξn(t)

)
= ρnA

(
ξn(t)

)
−Gρn

(
ξn(t)

)
⩽ 2ρ

(
c′(ρ) + 4

)
− c(ρ). (A.9)

Hence ∥ξn(t)∥ ⩽ M, by (A.6), (A.8) and (A.9). To prove the second part of the lemma, we see that

(A.5) implies,

c(ρn) ⩽ c(ρ) +
(
c′(ρ) + 1

)
(ρn − ρ). (A.10)

Finally, (A.7) and (A.10) yield,

max
t∈[0,1]

Gρ

(
ξn(t)

)
⩽ max

t∈[0,1]
Gρn

(
ξn(t)

)
⩽ c(ρ) +

(
c′(ρ) + 2

)
(ρn − ρ).

This ends the proof of the lemma.

Lemma A.4. Define for any ε > 0,

Fε
def
=
{
u ∈ X; ∥u∥ ⩽ 2M and |Gρ(u)− c(ρ)| ⩽ ε

}
.

Then for any ε > 0, Fε ̸= ∅ and inf
u∈Fε

∥G′
ρ(u)∥X⋆ = 0.
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Proof. Let (ξn)n∈N ⊂ Γ be given by Lemma A.3. Then for each n ∈ N, there exists tn ∈ [0, 1]

such that 0 ⩽ Gρ

(
ξn(tn)

)
− c(ρ) ⩽ (c′(ρ) + 2)(ρn − ρ)

n→∞−−−−→ 0 and ∥ξ(tn)∥ ⩽ M. We infer that

for any ε > 0, there exists n0 ∈ N large enough such that ξ(tn0
) ∈ Fε. Now, we note that it is

sufficient to show the result for any ε > 0 small enough. If the result does not hold then there exists

0 < ε0 <
c(ρ)−max{Gρ(u1),Gρ(u2)}

2 such that inf
u∈F2ε0

∥G′
ρ(u)∥X⋆ ⩾ 2ε0.We then may apply a deformation

lemma to affirm that there exists a homeomorphism η : X −→ X satisfying the following properties.

If |Gρ(u)− c(ρ)| > 2ε0 then η(u) = u. (A.11)

∀u ∈ X, Gρ

(
η(u)

)
⩽ Gρ(u). (A.12)

If ∥u∥ ⩽M and Gρ(u) < c(ρ) + ε0 then Gρ

(
η(u)

)
< c(ρ)− ε0. (A.13)

See for instance [5, Theorem 4.2, p.38]. The assertion (A.12) is not directly stated in this theorem

but in its proof p.39. Let m ∈ N be large enough to have,

ρm − ρ < (c′(ρ) + 2)(ρm − ρ) < ε0. (A.14)

By (A.11), η(ξm) ∈ Γ. Let t ∈ [0, 1].

• If Gρ

(
ξm(t)

)
⩽ c(ρ)− (ρm − ρ) then by (A.12),

Gρ

(
η(ξm(t))

)
⩽ c(ρ)− (ρm − ρ). (A.15)

• If Gρ

(
ξm(t)

)
> c(ρ)− (ρm − ρ) then by Lemma A.3 and (A.14), ∥ξm(t)∥ ⩽M and Gρ

(
ξm(t)

)
<

c(ρ) + ε0. It then follows from (A.13) and (A.14),

Gρ

(
η(ξm(t))

)
< c(ρ)− ε0 < c(ρ)− (ρm − ρ). (A.16)

It follows from (A.15) and (A.16) that,

c(ρ) = inf
ξ∈Γ

max
t∈[0,1]

Gρ

(
ξ(t)

)
⩽ max

t∈[0,1]
Gρ

(
η(ξm(t))

)
⩽ c(ρ)− (ρm − ρ).

A contradiction, since ρm − ρ > 0.

Proof of Theorem A.1. The result follows by applying Lemma A.4 with any sequence εn ↘ 0.

Proof of Proposition 5.1. Throughout this proof, we let κ = 1, if N ⩾ 3 and κ = 0, if N ⩽ 2. We

will denote by C1 > 1 and p1 the constants given by (1.8)–(1.9) for ε = 1. We proceed to the proof in

6 steps.

Step 1: g : H1(RN ) −→ H−1(RN ) is well-defined, bounded on bounded sets and 2 holds.
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By (1.8)–(1.9), g(u) ∈ L1
loc(RN ). Let φ ∈ D(RN ). We have by (1.8)–(1.9), Hölder’s inequality and the

Sobolev embeddings,

∣∣⟨g(u), φ⟩D′(RN );D(RN )

∣∣ =
∣∣∣∣∣∣Re

∫
RN

g(u)φdx

∣∣∣∣∣∣
⩽ C1

(
∥u∥L2(RN ) + κ∥u∥2

⋆−1
L2⋆ (RN )

+ ∥u∥p1−1
Lp1 (RN )

)
∥φ∥H1(RN )

⩽ C
(
∥u∥H1(RN ) + κ∥u∥2

⋆−1
H1(RN )

+ ∥u∥p1−1
H1(RN )

)
∥φ∥H1(RN ).

By density, it follows that g : H1(RN ) −→ H−1(RN ) is well-defined, g is bounded on bounded sets

and Property 2 holds.

Step 2: ψ ∈ C(H1(RN );R), ψ is bounded on bounded sets, Gâteaux-differentiable and its Gâteaux-

differential is ψ′
g = g.

Let u ∈ H1(RN ). By (1.8)–(1.9), Hölder’s inequality and the Sobolev embedding, F (u) ∈ L1(RN ;R)

so that ψ : H1(RN ) −→ R is well-defined and ψ is bounded on bounded sets. Let v ∈ H1(RN ). Still

by (1.8)–(1.9), Hölder’s inequality and the Sobolev embedding,

|ψ(u+ v)− ψ(u)| ⩽
∫
RN

|u+v|∫
|u|

(
t+ κt2

⋆−1 + C1t
p1−1

)
dtdx

⩽ C
(
∥u∥L2 + ∥v∥L2 + κ(∥u∥L2⋆ + ∥v∥L2⋆ )2

⋆−1 + (∥u∥Lp1 + ∥v∥Lp1 )p1−1
)
∥v∥H1(RN ).

It follows that ψ ∈ C(H1(RN );R). Let v ∈ H1(RN ) and 0 < |t| < 1. Since u, v ∈ L2(RN ), the set

N def
=
{
x ∈ RN ; |u(x)| = ∞ or |v(x)| = ∞

}
,

has Lebesgue measure 0. Let x ∈ N c. If u(x) ̸= 0 then using that

|u(x) + tv(x)| =
√(

u(x) + tv(x)
)(
u(x) + tv(x)

)
> 0,

for t small enough, we see that

d

dt
F (x, |u(x) + tv(x)|)|t=0 = Re

(
f(x, u(x))v(x)

)
.

If u(x) = 0 then by (1.8)–(1.9),∣∣∣∣F (x, |tv(x)|)− F (x, 0)

t

∣∣∣∣ ⩽ C
(
|t||v(x)|2 + κ|t|2

⋆−1|v(x)|2
⋆

+ C1|t|p1−1|v(x)|p1
) t→0−−−→ 0.

We then infer,

F ( . , |u+ tv|)− F ( . , |u|)
t

a.e. in RN

−−−−−−→
t−→0

Re
(
f( . , u)v

)
.
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By (1.8)–(1.9),

F ( . , |u+ tv|)− F ( . , |u|)− tRe
(
f(x, u)v

)
t

⩽
1

t

|u+tv|∫
|u|

|f( . , s)|ds+ |f( . , |u|)||v|

⩽ C
(
|u|+ |v|+ κ(|u|+ |v|)2

⋆−1 + (|u|+ |v|)p1−1
)
|v| ∈ L1(RN ).

It follows from the dominated convergence Theorem and Property 2 that,

lim
t→0

ψ(u+ tv)− ψ(u)

t
= ⟨g(u), v⟩H−1(RN ),H1(RN ).

Hence Step 2.

Step 3: Let u, v ∈ H1(RN ) and (un)n∈N ⊂ H1(RN ) be bounded. Let ε > 0. Choose ε′ > 0 small

enough to have,

2ε′
(
sup
n∈N

∥un∥2L2(RN ) + ∥u∥2L2(RN ) + κ

(
sup
n∈N

∥un∥2
⋆−1

L2⋆ (RN )
+ ∥u∥2

⋆−1
L2⋆ (RN )

))
⩽ ε. (A.17)

For such an ε′, let pε′ and Cε′ be given by (1.8)–(1.9). For each n ∈ N, let

An =
{
x ∈ RN ; ε′

(
|un|+ |u|+ κ(|un|2

⋆−1 + |u|2
⋆−1)

)
⩽ Cε′(|un|pε′−1 + |u|pε′−1)

}
.

It holds that,

∣∣⟨g(un)− g(u), v⟩H−1(RN ),H1(RN )

∣∣ ⩽ ∫
RN

∣∣g(un)− g(u)
∣∣|v|1Andx+ ε∥v∥H1(RN ). (A.18)

Indeed, by (1.8)–(1.9), Hölder’s inequality, the Sobolev embeddings and (A.17), we have,

∣∣⟨g(un)− g(u), v⟩H−1(RN ),H1(RN )

∣∣ ⩽ ∫
RN

∣∣g(un)− g(u)
∣∣|v|dx

=

∫
RN

∣∣g(un)− g(u)
∣∣|v|1Andx+

∫
RN

∣∣g(un)− g(u)
∣∣|v|1Ac

n
dx

⩽
∫
RN

∣∣g(un)− g(u)
∣∣|v|1An

dx+ 2ε′
∫
RN

(
|un|+ |u|+ κ(|un|2

⋆−1 + |u|2
⋆−1)

)
|v|dx

⩽
∫
RN

∣∣g(un)− g(u)
∣∣|v|1An

dx+ ε∥v∥H1(RN ).

Step 3 is proved.

Step 4: ψ ∈ C1(H1(RN );R) and ψ′ = g.

By Step 2, it remains to show that g ∈ C(H1(RN );H−1(RN )) to have that ψ is Fréchet-differentiable
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and ψ′ = ψ′
g. Assume un

H1(RN )−−−−−→
k→∞

u. Let ε > 0. Let then ε′, pε′ and Cε′ be given by Step 3. By

Hölder’s inequality, we have for any v ∈ H1(RN ),∫
RN

∣∣g(un)− g(u)
∣∣|v|1Andx ⩽

∥∥(g(un)− g(u)
)
1An

∥∥
L

p′
ε′ (RN )

∥v∥Lp
ε′ (RN ). (A.19)

It follows from Sobolev’ embedding and (A.18)–(A.19) that,

sup
∥v∥H1(RN )=1

∣∣⟨g(un)− g(u), v⟩H−1(RN ),H1(RN )

∣∣ ⩽ C
∥∥(g(un)− g(u)

)
1An

∥
L

p′
ε′ (RN )

+ ε (A.20)

We claim that,

lim
n→∞

∥∥(g(un)− g(u)
)
1An∥Lp′

ε′ (RN )
= 0. (A.21)

If not, for some ε0 > 0 and a subsequence, that we will denote by (un)n, there would exist h ∈

Lpε′ (RN ;R) such that for any n ∈ N,
∥∥(g(un)−g(u))1An

∥
L

p′
ε′ (RN )

⩾ ε0, |un|
a.e
⩽ h and un

a.e. in RN

−−−−−−→
n→∞

u.

But then
(
g(un) − g(u)

)
1An

a.e. in RN

−−−−−−→
n−→∞

0 and
∣∣g(un) − g(u)

∣∣1An ⩽ Chpε′−1 ∈ Lp′
ε′ (RN ). This would

yield to a contradiction by the Lebesgue convergence Theorem. Hence (A.21). It then follows from

(A.20)–(A.21) that,

∀ε > 0, lim sup
n→∞

∥g(un)− g(u)∥H−1(RN ) ⩽ ε.

Letting ε↘ 0, we get g ∈ C(H1(RN );H−1(RN )).

Step 5: Let (un)n, (vn)n ⊂ H1(RN ) be bounded. If lim
n→∞

∥un − vn∥Lp(RN ) = 0, for some p ∈ [1,∞],

then lim
n→∞

|ψ(un)− ψ(vn)| = 0.

Let ε > 0. For such an ε, let pε and Cε be given by (1.8)–(1.9). Let for any t ∈ [0, 1], a(t) =

ψ(vn + t(un − vn)). Then a ∈ C1([0, 1];R) and by the mean value Theorem, there exists tn ∈ (0, 1)

such that a(1)− a(0) = a′(tn)(1− 0), that is

ψ(un)− ψ(vn) = ⟨g(wn), un − vn⟩H−1(RN ),H1(RN ).

where wn = vn + tn(un − vn). Note that (wn)n∈N is bounded in H1(RN ). It follows from (1.8)–(1.9),

Hölder’s inequality and Sobolev’s embedding that lim
n→∞

∥un − vn∥Lpε (RN ) = 0 and

|ψ(un)− ψ(vn)|

⩽ ε
(
∥wn∥L2(RN ) + κ∥wn∥2

⋆−1
L2⋆ (RN )

)
∥un − vn∥H1(RN ) + Cpε∥wn∥pε−1

Lpε (RN )
∥un − vn∥Lpε (RN )

⩽ Cε+ C∥un − vn∥Lpε (RN ).
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We infer,

∀ε > 0, lim sup
n→∞

|ψ(un)− ψ(vn)| ⩽ Cε,

from which the result follows.

Step 6: If un
H1

w

−−−⇀ u then g(un)
H−1

w

−−−⇀ g(u).

Since (g(un))n∈N is bounded in H−1(RN ) (Step 1), it is enough to show that g(un)
D′(RN )−−−−−→
n→∞

g(u). Let

φ ∈ D(RN ) with suppφ ⊂ B(0, R), for some R > 0. By compactness, un
Lp

ε′ (B(0,R))−−−−−−−−→
n→∞

u. Arguing by

contradiction and using the dominated convergence Theorem, we show in the same way as in Step 4,

lim
n→∞

∫
RN

∣∣g(un)− g(u)
∣∣|φ|1An

dx = 0,

from which we deduce, with help of (A.18),

∀ε > 0, lim sup
n→∞

∣∣⟨g(un)− g(u), φ⟩D′(RN );D(RN )

∣∣ ⩽ ε∥φ∥H1(RN ).

We conclude as in Step 4.

B Topological vector spaces over the field of complex numbers
restricted to the field of real numbers

Throughout this paper, we consider Banach spaces (or, more generally, complete topological vector

spaces) over R rather than C. The main motivations are the following. Firstly, the linear forms are

real-valued and there is a relation of order over R. Secondly, if a function ψ belongs to C1(X;R) (as

in Proposition 5.1, for instance), where X is a real Banach space, then ψ′ ∈ C(X;X⋆), where X⋆ is

the R-vector space L (X;R). If X is a complex Banach space then X⋆ is the C-vector space L (X;C)

and ψ′ ∈ C
(
X;L (X;R)

)
. But then, when a Riesz representation theorem exists, we have two kinds

of representation between the elements of L (X;R) and those of X⋆ = L (X;C), since L (X;R) is

not C-linear. On the other hand, if X is a complex Banach space, it could be pleasant to consider

λx, for (λ, x) ∈ C × X. So, if XC is a complex topological vector space, throughout this paper we

consider XR as the elements of XC over the field R.We then consider the real topological vector space

X⋆
R. For any (λ, x) ∈ C×X, λx ∈ XR, since XR and XC have the same elements. In the special case

where HC is a complex Hilbert space whose the inner product is ( . , . )H then HR is the real Hilbert

space whose the scalar product is ⟨ . , . ⟩H
def
= Re ( . , . )H . In particular, for any (u, v) ∈ HR × HR,

⟨iu, iv⟩H = ⟨u, v⟩H . Now, assume that XC is a complex Banach space. Denote by X⋆
C and X⋆

R the
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topological dual spaces of XC and XR, respectively. It follows that X⋆
C is a C-linear space while X⋆

R

is only a R-linear space. Let us define the map,

I : X⋆
C −→ X⋆

R,

L 7−→ Re L.
(B.1)

Then I is a bijective isometry from X⋆
C onto X⋆

R (Brezis [3, Proposition 11.22, p.361]). With help of

this correspondance, we can identify some linear forms. For instance, let X = Lp(Ω;C), where Ω is

an open subset of RN and 1 ⩽ p <∞. If p = 2 then the inner and scalar products are given by

(u, v)X =

∫
Ω

u(x)v(x)dx and ⟨u, v⟩X = Re

∫
Ω

u(x)v(x)dx,

respectively. Using the Riesz representation Theorem for the complex Lp(Ω;C)C spaces (Yosida [15,

Example 3, p.115]) and the bijective isometric map (B.1), it follows that

Lp(Ω;C)⋆R = Lp′
(Ω;C)R,

where
1

p
+

1

p′
= 1. More precisely, for any L ∈ Lp(Ω;C)⋆R, there exists a unique u ∈ Lp′

(Ω;C)R such

that

⟨L, v⟩Lp(Ω)⋆,Lp(Ω) = Re

∫
Ω

u(x)v(x)dx,

for any v ∈ Lp(Ω;C)R. Furthermore, ∥u∥Lp′ (Ω;C)R = ∥L∥Lp(Ω;C)⋆R . Finally, we end this appendix with

the space of distributions D ′(Ω;C). We consider the C-complete topological vector space D(Ω;C)

restricted to the field R as above. Then an element T belongs to the R-complete topological vector

space D ′(Ω;C) if T is a R-linear continuous mapping from D(Ω;C) to R. In particular, a function

f ∈ L1
loc(Ω;C) (over the field R) defines a distribution Tf ∈ D ′(Ω;C) by the formula,

⟨Tf , φ⟩D′(Ω;C),D(Ω;C) = Re

∫
Ω

f(x)φ(x)dx,

for any φ ∈ D(Ω;C). Indeed, Tf is clearly a R-linear continuous mapping from D(Ω;C) to R. Fur-

thermore, if f ∈ L1
loc(Ω;C) satisfies,

Re

∫
Ω

f(x)φ(x)dx = 0,

for any φ ∈ D(Ω;C), then f = 0. To see this, we note that Re(f), Im(f) ∈ L1
loc(Ω;R) and choosing

φ = ψ + i0 and then φ = 0 + iψ in the above expression, we get∫
Ω

Re
(
f(x)

)
ψ(x)dx =

∫
Ω

Im
(
f(x)

)
ψ(x)dx = 0,
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for any ψ ∈ D(Ω;R). We infer that Re(f) = Im(f) = 0 (Brezis [3, Corollary 4.24, p.110]), from which

the result follows. Obviously, if fn
L1

loc(Ω;C)−−−−−−→
n→∞

f then Tfn
D′(Ω;C)−−−−−→
n→∞

Tf . We conclude that,

L1
loc(Ω;C) ↪→ D ′(Ω;C),

with embedding T : f ∈ L1
loc(Ω;C) 7−→ Tf ∈ D ′(Ω;C).
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