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1 Introduction

Noise in general, but transport related noise in particular, is a pollutant of major con-

cern in many developed countries that not only causes disturbance but also negative

health effects. For instance, in the European Union (EU) estimates suggest that more

than 20 percent of the population are exposed to higher noise levels than are considered

acceptable (European Commission, 1996). Road traffic is the major source, but other

modes such as air and railway traffic also contribute substantially (Kalivoda et al., 2003;

Lundström et al., 2003; SOU, 1993). Due to an increase in traffic volume and urbaniza-

tion more people will be exposed, and to higher noise levels, unless measures are taken

to mitigate either the amount of pollution or the levels to which individuals are exposed

(Nijland et al., 2003).

When addressing the problems related to transport noise emissions, policy makers

have, broadly speaking, two alternatives: (i) protecting individuals from the emissions,

or (ii) reducing the emissions. Examples of the former are physical investments such

as noise barriers or façade insulation, whereas examples of the latter are legislation on

maximum emission levels, reduced speed limits, or when and where motor vehicles can

be used. However these measures are not without cost, which means that there is a

trade-off between accepting the noise exposure and using valuable resources to reduce

it. Benefit-cost analysis (BCA) is a powerful tool to guide resource allocation, but its

use requires that both costs and benefits are measured in a common metric. Money is

usually used as this common metric and since no easily observable market prices exist

for noise abatement, to employ BCA the benefits of reducing noise levels need to be

monetized. An alternative approach to addressing the noise problem is to use the price

mechanism, where those that pollute pay. For instance, it has been decided in the EU

that infrastructure use charges should be based on the short run marginal cost principle.

This also includes a noise component, but again for its estimation, it is necessary that

noise is monetized (Andersson and Ögren, 2007, 2011).

The method used by economists to monetize environmental and health benefits (and

costs) is the willingness to pay (WTP) approach. It measures the maximum amount indi-

viduals are prepared to pay (forgo other consumption) to receive a good or to avoid some-

thing undesired.1 The empirical methods to monetize individual preferences can broadly

1Individual preferences can also be monetized using willingness to accept (WTA) which is the minimum amount required
as compensation to give up a good or to accept something undesirable.
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speaking be classified as revealed-preference (RP) or stated-preference (SP) methods.

Whereas the RP methods use information about individuals’ actual decision to estimate

the WTP, SP methods are based instead on decisions in hypothetical markets.

In the evaluation of noise abatement, several SP studies have been conducted (e.g.,

Sælensminde, 1999; Parumog et al., 2006), but the field is dominated by RP studies

(Nelson, 2008). The RP studies have in general elicited individuals’ preferences for qui-

eter living by examining the effect of noise levels on property prices, using the hedo-

nic regression technique (Rosen, 1974). Most of the studies have estimated individuals’

WTP to reduce road or aircraft noise, only a few studies have estimated WTP to re-

duce railway noise (McMillen, 2004; Theebe, 2004; Nelson, 2008; Bateman et al., 2001;

Brandt and Maennig, 2011). The evidence that noise has a negative effect on property

prices is strong. The empirical evidence also suggests, though, that the effect is market

specific, i.e. individuals’ WTP varies between markets. Moreover, the empirical evi-

dence also suggests that individual WTP varies between noise sources (Day et al., 2007;

Dekkers and van der Straaten, 2009; Andersson et al., 2010), which is in line with the ev-

idence from the acoustical literature that the annoyance experienced from road, railway,

and air noise differs (Miedema and Oudshoorn, 2001).

Examining the effect on the property prices from different attributes, here noise, is

usually referred to as the first step of the hedonic regression technique. In the first

step, individual WTP is estimated as the slope of the price function, and estimated

WTP is therefore only a true preference measure of a marginal change in the noise level.

The hedonic regression technique can also be used to derive the underlying preference

structure, which is usually referred to as the second step of the technique. With few

exceptions, studies using the hedonic regression technique have only conducted the first

step, i.e. estimated the marginal WTP. For transport noise Day et al. (2007) extended

the analysis and also conducted the second step with the aim of “recovering theoretically

consistent and transferable values” (Day et al., 2007). Since the preference parameters

and the demand function are recovered in the second step, it enables the analyst to

estimate theoretically correct WTP estimates for non-marginal changes and to use the

demand relationship for benefits transfer exercises.

The aim of this study is to elicit individual WTP to reduce railway noise using Swedish

data. A recent Swedish study estimated WTP to reduce road and railway noise based on

property prices, but it only conducted the first step of the hedonic regression technique
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(Andersson et al., 2010). We follow Day et al. (2007) and also estimate the second step

of the technique. Day et al. (2007) conducted their study using data from Birmingham,

UK, and they estimated WTP for road, aircraft, and railway noise. We focus only on

railway noise but we improve the analysis of Day et al. in three different aspects: (i) we

use data from six geographically distinct markets, (ii) we perform the second stage of the

hedonic regression technique by including socioeconomic characteristics on an individual

level, and (iii) we have access to a larger data set of properties exposed to railway noise.

Our objectives with the study are to: (i) derive monetary values that can be used for

policy purposes, e.g. BCA and/or pricing of noise externalities as mentioned above, (ii)

examine the effect of household characteristics on WTP, and (iii) examine how stable

WTP is between markets. The third objective is a test of the use of benefit transfers and

is of interest from both a policy and research perspective.

The paper is outlined as follows. In the next section we briefly describe the first

and second step of the hedonic regression technique. In Section 3 we describe our data

and show descriptive statistics. Then follows the modeling frameworks in Section 4, and

results in Section 5. We discuss our findings in Section 6 and conclude our paper in

Section 7.

2 The hedonic regression technique

We use the hedonic regression technique to derive a property price function and to esti-

mate a demand function for peace and quiet. This technique was formalized by Rosen

(1974) and has been used in several studies to monetize individuals’ preferences for non-

market goods. Since it is already well described in the literature (see, e.g., Rosen, 1974;

Haab and McConnell, 2003; Palmquist, 2005) we only provide a brief description of the

technique and how we apply it.

The hedonic regression technique assumes that a property’s price is a function of its

utility bearing attributes. Let P denote the property price and the price function can be

written as

P = P (Q,A,G), (1)

where Q, A, and G denote the level of peace and quiet, a vector of property character-

istics, and a vector of geographical variables, respectively. Rosen (1974) showed that in

optimum the marginal WTP for a specific attribute of the good revealed by the market,
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equals the marginal rate of substitution between the price of the good and the attribute.

When the market is in optimum the marginal WTP is estimated by the slope of the price

function. Thus, the implicit price of peace and quiet, π, is defined by

π =
∂P

∂Q
, (2)

and since we expect Q to have a positive effect on the price of the property, π > 0.

Equations (1) and (2) are usually referred to as the first step of the hedonic regression

technique, and they provide the marginal WTP in optimum. That is, they do not reveal

the underlying preference structure.

To estimate the preference parameters, Rosen (1974) suggested to using the results

from the first step, together with information on the household of the property-owner

(S), to derive a marginal WTP function. This is often referred to as the second step

and has been considerably debated due to the problem of identifying the marginal WTP

function (see, e.g., Ekeland et al., 2004). One proposed solution has been to use data

from different property markets where the hedonic price functions differ but where the

preference structure is the same across markets.2 We follow this approach but in accor-

dance with Day et al. (2007), we specify the equation in the second step as demand for

peace and quiet and not the WTP-function as suggested by Rosen (1974). Hence, in our

application, the second step model is specified as

Q = Q(π,S,A,G), (3)

which results in the estimated (Marshallian) demand for peace and quiet. From this

demand function we can calculate the theoretically consistent WTP for non-marginal

changes of peace and quiet. The main reason for following Day et al. (2007), and to

estimate the second step as the demand for peace and quiet instead of the WTP function,

relates to the access to instruments. With an implicit price on peace and quiet that

varies depending on the noise level, the buyer of a property will simultaneously choose

the implicit price and quantity of peace and quiet. Endogeneity problems will therefore

arise in both specifications, but the instrumented variable will differ. To find instruments

for the quantity of peace and quiet, which are not correlated with the implicit price of

peace and quiet through the property price, would be very difficult. Thus, it is easier to

2Other possible estimation approaches to go beyond the optimum function of the first step analysis are to use a quasi-
experimental approach to valuate noise abatement (e.g. Boes and Nüesch, 2011) or to assume a specific utility function
and derive non-marginal WTP from estimations of the expenditure rates (see e.g. Wilhelmsson, 2002).
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instrument the implicit price of peace and quiet compared to the quantity of peace and

quiet.

3 Data and market segmentation

We use data from seven Swedish municipalities. Our selection of municipalities is mainly

driven by: (i) a requirement to have a sufficient number of properties exposed to different

levels of railway noise, (ii) no large roads close to the railway, and (iii) municipalities geo-

graphically located in different parts of Sweden. The municipalities we use are Töreboda,

Sollentuna, Falköping, Hässleholm, Kungsbacka, Alingsås and Gävle. The locations of

these municipalities are shown in Figure 1, and characteristics of the municipalities are

presented in Table 1.

[Figure 1 about here.]

The municipalities vary regarding population size and location with respect to the

closest urban areas. Töreboda is a very small municipality located in a rural area. Sol-

lentuna, Kungsbacka and Alingsås can be categorized as suburban municipalities located

close to Stockholm and Gothenburg respectively. Gävle is the largest municipality and

also the center of its region, whereas Falköping and Hässleholm are mid-sized municipali-

ties located too far away from an urban area to be considered as suburban municipalities.

[Table 1 about here.]

3.1 Data sources

The data set used, originates from four sources. The data on prices and attributes of the

properties is from the National Land Survey of Sweden, which is used for property tax-

ation by the Swedish authorities. The property attributes also contain the geographical

coordinates, which are used to derive geographical variables. The data set covers all sales

of single family houses from the autumn of 1996 to September 2009 in each municipality.

We deflate the property prices to the value of 2009 by regional property price indices for

the county to which the municipality belongs.3

Traffic data was obtained from the Swedish Transport Administration, and the gen-

eral map data, such as terrain heights, was obtained from Lantmäteriet, the Swedish

3These indices are used instead of the consumer price index because the price increase of properties in Sweden between
1996 and 2009 was much larger than the increase of consumer prices; for properties this increase was 171 percent whereas
the increase was only 17 percent for consumer prices.
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mapping, cadastral and land registration authority. The areas were inspected on site to

determine the presence and height of sound barriers. Based on this data, railway noise lev-

els were estimated following the standardized “Nordic methods” (Jonasson and Nielsen,

1996; Ringheim, 1996).

Individual socioeconomic characteristics are provided as register data by Statistics

Sweden.4 This data provides us with information on all individuals who are registered as

living in a given property at the end of the purchase year of that property. The variables

we utilize are income (available up to year 2008), age, household size and education level.

The following four subsections describe the groups of variables used as explanatory

variables in the property price equations and in the demand equation.

3.1.1 Structural variables

Structural variables define property characteristics. We use property type, living space,

subsidiary space, property area, quality index, age of the dwelling, and an indicator

variable for properties bordering the sea or a lake. Property types are distinguished as

detached, linked by a garage or terraced. The quality index is based on a self-reported

form completed by the house owners for the tax assessment concerning the indoor-quality

of the property, for instance the standard of the kitchen, number of bathrooms, the

existence of an open fire place or a sauna, etc. Age of dwelling is missing in a total of

437 cases in step 1. We impute the missing values by using the predicted values from a

housing market-specific regression on age of dwelling, with the other structural variables

and the geographical variables described below as covariates.5

3.1.2 Geographical variables

The geographical variables are derived from the coordinates of each property and are sup-

posed to capture accessibility differences and environmental disutility sources, other than

noise exposure, within each municipality. As geographical variables, when applicable,

we use the distance to nearest train station, an indicator for countryside6, the distance

4For reasons of integrity, Statistics Sweden merged the socioeconomic data with our property data only under the
condition that it should not be possible to trace individual properties. This means that Statistics Sweden had deleted all
geographical coordinates when we received the merged data set, which potentially can be a limit to our analysis since we
cannot use coordinates in the second step of the hedonic model.

5Note that, as described above, we no longer have the connection between the data sets of our two steps, which means
that in step 2 the age of the dwelling is imputed by the observations in step 2.

6In Sollentuna there is no clear countryside. Instead we divide Sollentuna into five different geographical areas.
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to nearest large main road, and the distance to nearest motorway entrance. Distance is

throughout our study defined as the crow flies.

3.1.3 Noise indicator

The railway noise is calculated using the “Nordic method” for railway traffic noise (Ringheim,

1996). The noise exposure is calculated at the height of two meters above ground at the

center of the property area. The effect of screening by the terrain or noise barriers is

taken into account but not the screening effect of buildings. The height profile is deter-

mined in a grid with a spatial resolution of 25 meters. Our noise indicator is measured

in decibels (dB) and is the 24-hour, A-weighted equivalent sound pressure level, which

is an energy average over a certain time period, denoted as LAEq,24h. This is the stan-

dard noise indicator used by Swedish authorities, and the A-weighting approximates the

varying sensitivity of the human ear to different frequencies.

In contrast to many other environmental effects it does not make sense to use the

zero point of noise as the point when the pollution vanishes. Instead the effect should

be zero when no negative effects are experienced from noise. We follow Andersson et al.

(2010) and choose 45 dB for LAEq,24h as the lower limit for our noise variable. As dis-

cussed by Andersson et al. (2010) this limit is somewhat arbitrarily determined, but the

percentage of people reporting that they are annoyed by traffic noise is very low below

this level (Miedema and Oudshoorn, 2001).7 Moreover, in accordance with Day et al.

(2007), we transform the “bad” noise exposure to the “good” peace and quiet (Q) as

Q = 75 − LAEq,24h. This means that peace and quiet is equal to 0 when the equivalent

railway noise level is 75 dB.8

For Sollentuna, information on road traffic noise from a major road is available and

used in the estimation as a control variable. The road traffic noise indicator used is the

“level day, evening, night” (European Commission, 2000), LDEN, which is approximately

3 dB higher than the equivalent level LAEq,24h for typical road traffic noise. The calcu-

lated road noise values are taken from the official Swedish calculations according to the

Environmental Noise Directive (END) (European Commission, 2002). The values are in

10 dB intervals starting from LDEN 55 dB, so they are just a rough indication of the

7See, e.g., Andersson et al. (2010) for a brief description of the “zero point” of noise.

8The maximum level in our sample is 71.1 dB. Hence our definition of Q ensures positive values that can be transformed
into their natural logarithm without resulting in extreme values.
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presence of road traffic noise.9

3.1.4 Socioeconomic variables

For all individuals who are registered as living in a given property we have data on reg-

istered income, age and education level. We translate this data into household variables

as described below.

Our household income variable includes labor income, capital income and transfer

payments for all household members. In accordance with the property prices, we deflate

the income to the year of 2009. Labor income and capital income cannot be separated

in our data and since we expect labor income to be larger than capital income for most

of the households, we use the labor income index to deflate the sum of labor income

and capital income. The Swedish transfer payment system uses a price-adjusted base

amount to adjust transfer payments over time, and this base amount is used to deflate

the transfer payments to the value of year 2009. The decision to buy a property may

be heavily dependent on expectations of future income and not only on the income of

the purchasing year of the property. To account for this effect we use the income of the

purchasing year as well as the income the year after as covariates.

Education level is categorized on four different levels. We use indicator variables for the

two oldest household members, which are assumed to be the adults. In some households

there is only one adult, i.e. for single households and when the second oldest household

member is the child of the oldest household member. We use the same indicator variable

for education level of the second oldest household member in both these cases. However,

we cannot observe with certainty when the second oldest household member is the child of

the oldest household member, so we assume that this is the case when the second oldest

household member is more than 18 years younger than the oldest household member.

Furthermore, we include the number of children in a household defined in different age

groups. The groups are 0-3, 4-6, 7-11, and 12-17 years of age. Finally, we also include an

indicator variable for single households.

9In Alingsås and Kungsbacka there are some areas, which due to the properties of the ground, are known to be sensitive
to building vibrations mainly from freight traffic. Such vibrations increase the annoyance from noise reported in social
surveys (Öhrström et al., 2010), and may influence the WTP in these areas. There is no standardized calculation method
for such vibrations, and apart from the properties of the ground and the track and embankment, the details of the buildings
have a large influence on the vibrations. Therefore no effort has been made to include vibrations in our model.
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3.2 Market segmentation

To be able to identify the different structures of the implicit prices of peace and quiet,

the first step of the hedonic regression technique will be performed on several distinct

housing markets. Substantial frictions in moving between markets cause the segmenta-

tion of the market into different submarkets. The different submarkets will have different

implicit prices and a possibility to move easily between markets will distort the identi-

fication strategy in the second step estimation. A natural basis for the housing market

segmentation is geography. Since our data covers several municipalities in different parts

of Sweden we base our segmentation on municipalities.

However, some of the municipalities belong to the same local labor market region and

thus one might question whether they are separate housing markets.10 This holds for

Kungsbacka and Alingsås, and Töreboda and Falköping, which belong to the local labor

market region of Gothenburg and Skövde, respectively. To determine if these municipal-

ities should be treated as belonging to the same housing market a first-step hedonic OLS

regression for each of the local labor markets was estimated. These regressions included

an indicator variable for one of the municipalities and an interaction variable between the

municipality indicator and peace and quiet, to determine if the implicit price of peace

and quiet varied between the municipalities. Test results showed that Töreboda and

Falköping should be treated as separate housing markets while Kungsbacka and Alingsås

belong to the same housing market. Hence, our hedonic analysis is based on six distinct

housing markets, since the data from Kungsbacka and Alingsås is pooled into one market.

Furthermore, we do not want to use socioeconomic characteristics as the basis for

housing market segmentation (as in Day et al., 2007) since these characteristics are used

in the second step to identify shifts in the demand curve for peace and quiet. Thus we

avoid the circularity in the estimation strategy caveated by Day et al. (2007, p. 230).

This leaves us with property characteristics as a potential source of further housing

market segmentation. Living space, for example, might serve as a good basis for housing

market segmentation since most property demanders have predetermined their demand

for a house of a specific size, at least to within a relatively narrow margin. In other words,

most property demanders have decided if they want to purchase a small house or a large

house. As will be described in subsection 4.2, we are using living space as an instrument

10Local labor market regions are defined by Statistics Sweden based on commuting flows between municipalities.
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variable and thus also using housing attributes to segment the housing market is not

adequate.

3.3 Estimation sample

To create a more homogenous sample and to mitigate the effect of influential outliers,

the sample was restricted in several ways. For instance, to be included in the sample,

the equivalent railway noise level had to be above 45 dB, which is assumed to be the

minimum noise level that can be experienced as disturbing and therefore influence the

property price. However, for Gävle only properties with equivalent railway noise level

above 50 dB are included. The complex structure of different motorways and railway

lines in Gävle implies that including properties exposed to equivalent railway noise below

50 dB, may include properties exposed both to railway and road traffic noise, and thus

distort the estimated model.

We also restrict the sample with respect to living space and property area. For living

space we exclude observations of 30 square meters or less and 506 square meters or more.

Regarding property area, we exclude areas above 10 000 square meters which we believe

might be properties used for business activities and not for private housing. In addition,

the railway noise is calculated at the center of the property area and if the property

area is large, this point of calculation may be misleading since we do not observe where

the dwelling is located. Only a few observations are excluded by these property size

restrictions, however.

Our last registered income is for year 2009 and since we use a lead variable of income,

only data up to year 2007 is used in the estimation of the second step. In the first

step estimation we still use data up to year 2009 to increase the number of observations

and thus utilize the maximum available information. Also, for some households there is

no available income, which means that the sample size of the second step will be even

smaller than the sample size of the first step. However, these drop-outs are not in any

way systematic with respect to the different housing markets.

3.4 Descriptive statistics

Descriptive statistics are shown in Table 2. The mean estimates of property prices reveal

a large variation in prices between the markets. The Stockholm suburb, Sollentuna, has

the highest average property price followed by the Gothenburg suburbs Kungsbacka and
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Alingsås. The property prices are lowest in the rural housing market Töreboda. Also,

household income follows the same pattern, although the relative difference in income

levels between the housing markets is much lower than the relative difference in property

prices. The structural variables are fairly similar across the housing markets with the

exception that linked and terraced properties are more common in suburban housing

markets and in the regional center Gävle, and that the property area generally is smaller

in suburban housing markets.

[Table 2 about here.]

The average equivalent railway noise exposure is highest in Gävle, which mostly de-

pends on the exclusion of properties exposed to less than 50 dB in Gävle in contrast to

45 dB in the other housing markets. However, the average noise exposure is only slightly

lower in Töreboda than in Gävle. Kungsbacka and Alingsås has the lowest average noise

exposure.

The number of children of different ages differs substantially across the housing mar-

kets. Generally, Sollentuna seems to have the highest average, which probably depends

on the high average property price leading to a selection effect. In urban areas, the high

property price implies that only households with a very strong preference for owned prop-

erty actually buy a property. One indicator for such a strong preference is likely to be

a household with many children. Also, single households are most frequent in Töreboda

followed by Hässleholm, which are the housing markets with the lowest average property

price. With a relatively low property price, single households have a better opportunity

to afford buying a property.

4 Modeling framework

4.1 The hedonic price regression - first step

When the relationship between noise and property prices is estimated, the choice of func-

tional form is not self-evident and not much guidance is provided by economic theory

(Rosen, 1974). In general, implicit prices of attributes are not linear in property prices.

The semi-logarithmic form where the property price is transformed to its natural loga-

rithm is widely used in the literature (Dekkers and van der Straaten, 2009). However,

based on explanatory power, we alternatively propose a log-linear specification where

both the property price, and peace and quiet, are included in their natural logarithmic
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forms. Our log-linear model is formulated as

lnPi = β0 + β1 lnQi +
N∑

n=1

γnf(ani) +
H∑

h=1

λhf(ghi) + εi, (4)

where subscript i denotes individual properties. The variables a and g denote structural

and geographical variables, respectively, where those that are not indicator variables are

transformed to their natural logarithm. Based on our functional from in Eq. (4) the

implicit price of peace and quiet is given by

πi =
β1Pi

Qi

. (5)

A common problem in hedonic regressions on property prices is spatial dependence.

This is often handled either through a spatial error or a spatial lag model (Anselin, 1999,

2003). With the spatial error model the OLS estimator is unbiased but not efficient

(Anselin, 1999), whereas the marginal implicit price of a spatial lag model depends on

both the direct effect and a spatial indirect effect (Kim et al., 2003). We test for spatial

dependence based on the criteria taken from Anselin (2005, p. 196-200). We use inverse

distance-based spatial weight matrices and test different distance bands ranging from two

kilometers up to the maximum distance. For each market, we choose the spatial weight

matrix that implies the highest log-likelihood. For two of our markets, the spatial error

model is preferred, whereas the spatial lag model is preferred for the other four markets.

We choose, however, to use the spatial error model for all markets due to lack of clarity

on how to interpret the indirect effect of the spatial lag model.11

Small and Steimetz (2012) showed that whether the indirect effect in the lag-model

should be part of the implicit price, depends on the mechanism behind the influence of

neighboring properties. With a technological externality, individuals obtain utility from

living close to higher-priced houses, and the indirect effect should then be included. A

pecuniary effect arises, for instance, when buyers use the prices of surrounding properties

as a guide to the value of their property of interest. Here the indirect effect is a welfare

neutral transfer and should therefore not be included. Thus, referring to the different

results of the spatial model diagnostics and the lack of clarity on how to interpret the

indirect effect of the spatial lag model, we use the spatial error model for all markets.

The implicit price of peace and quiet is estimated according to Eq. (5). Since our

dependent variable is the price of the property, the implicit price represents the present

11Results from the diagnostics tests for spatial dependence are omitted but available from the authors upon request.
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value of a marginal change in the noise level. For policy purposes it is more convenient

to have an annual benefit measurement and we therefore convert our present value to an

annual WTP. Firstly, if the expected lifetime of the properties is assumed to be infinite,

the annual WTP can simply be estimated by multiplying the implicit price with the

discount rate (r). We use a real interest rate equal to 3.11 percent, which is based on the

weighting average ten-year nominal interest rate in 2009 equal to 5.11 percent12 minus

the 2 percent inflation objective of the Central Bank of Sweden, which we assumed is

the expected inflation rate. Secondly, we also need to take into account any property tax

(τ), since failing to do so would underestimate the welfare effects (Niskanen and Hanke,

1977). The property tax is not based on the full value of the property, however, but on a

taxation value (Ti) which is a proportion of its full value. The yearly property taxation

for the years 1996 to 2007 was 1 percent of the taxation value of the property, and since

only a proportion of the property is taxed we multiply this tax rate with the property

taxation value divided by the property price.13 Thus, the annualized implicit price, π′
i, is

calculated as

π′
i =

(
r + τ

Ti
Pi

)
πi =

(
0.0311 + 0.01

Ti
Pi

)
β
Pi

Qi

. (6)

4.2 The hedonic price regression - second step

In the second step we use the property specific implicit price of peace and quiet along with

the socioeconomic variables as regressors for the chosen level of peace and quiet in a linear

specification.14 Variables from the first step are included to account for characteristics

that are either substitutes or complements to peace and quiet. A positive and a negative

parameter implies that the characteristic is a complement and substitute to peace and

quiet, respectively. Note, however, that we do not include distance to road since it is not

12Holds for Swedbank, which is one of the largest providers of housing loans in Sweden and also provides data of
historic interest rates on their web page, see http://hypotek.swedbank.se/rantor/historiska-rantor/historik-bostadsrantor-
2008-2009.

13The center-right government that was elected in Sweden 2006 had as one of their electoral promises to decrease the
property taxation for most properties by imposing a ceiling for the taxation, which was subsequently implemented from
2008. This proposal might have affected the property prices before 2008 through individuals’ expectations. However, we
only consider the property taxation according to the former legislation. Moreover, for Gävle we do not have access to the
property taxation value and therefore we use 0.75 percent as the taxation part of the discount rate, which originates from
the objective of the legislation stating that the property taxation value should correspond to 75 percent of the property
value.

14This demand relation may not be linear as described in Day et al. (2007), which is further discussed in Section 6.
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defined for Töreboda. Our demand equation is formulated as

Qij = α0 + α1πij +
M∑

m=1

δmsmij +
N∑

n=1

κnanij +
H∑

h=1

θhghij + εij, (7)

where subscripts i and j denote individual properties and markets respectively. Note also

that no variables in Eq. (7) are given in the natural logarithmic form, which differs from

the first step equation, further improving the identification of the demand relationship.

The second step of the hedonic regression analysis based on Eq. (7) suffers from en-

dogeneity problems as the implicit price is dependent on the level of peace and quiet.

Therefore we use the instrumental variable (IV) method and estimate Eq. (7) by two

stage least squares (2SLS). To produce unbiased parameter estimates, the instruments

must be strong and valid (Cameron and Trivedi, 2005). In our application, strong means

that the instruments should explain a sufficient amount of the implicit price for peace

and quiet, whereas valid means that the instruments have to be uncorrelated with the

error term in Eq. (7). To test whether the instruments are strong and valid we rely on

the minimum eigenvalue statistic of the instruments in the first-stage regression of the

2SLS, and Sargan’s test for overidentifying restrictions, respectively.

As the implicit price of peace and quiet depends on property price, property character-

istics that are strongly correlated with the property price will also be strongly correlated

with the implicit price of peace and quiet and therefore serve as strong instruments. We

propose living space as such a property characteristic. In addition, we use year indicator

variables that significantly influence the implicit price of peace and quiet as instruments.

These years are 2005, 2006 and 2007. Variation over time in the implicit price of peace

and quiet may occur as a result of a different supply of properties in general, and in

particular of quiet properties over time, so some of the year indicators are potentially

correlated with the implicit price of peace and quiet.

To be valid instruments, the instruments need to be uncorrelated with the decision

process behind the choice of peace and quiet. We argue that there is no specific relation

between our instruments and the preferences against noise exposure. Regarding our first

instrument, living space, we argue that preferences concerning noise are uncorrelated with

the decision on optimal living space, i.e. buying a large or a small house does not depend

on the property buyer’s preferences for peace and quiet. Moreover, by controlling for so-

cioeconomic characteristics, which may vary over time, in the second step the influence of

year indicators on demand for peace and quiet is presumed to be small. What we recover
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in Eq. (7) is the underlying preference structure, and by assuming that the preferences for

peace and quiet are stable over time the year indicators are valid instruments. Thus we

can identify the demand for peace and quiet by using these instruments for the implicit

price of peace and quiet.

5 Results

5.1 The hedonic price regression - first step

The results of the first step hedonic price regressions for the different housing markets

are shown in Table 3. The model fit is strong for most of the housing markets with

the squared correlation, corresponding to the conventional R2-measure, in the interval

0.332-0.661. The model fit is considerably lower for Sollentuna and Gävle compared to

the other housing markets, which indicates that for these markets there are probably

some variations in the property prices that are of local knowledge type, which we cannot

control for in our models. We also find that the spatial parameter ρ is strongly significant

in all markets, which shows the importance of taking the spatial structure into account.

The results reveal that our variable of main interest, Peace and quiet, is strongly sig-

nificant in all housing markets except Gävle where it still is significant at the five-percent

level. Its parameter estimates also reveal a substantial difference between markets, the

elasticities range from 0.104 to 0.477. In general, the results show significant structural

variables in all housing markets. Living space and quality index are positive and strongly

significant for all markets. Age of the dwelling is significant for all markets except Gävle.

Property area, subsidiary space, linked properties and terraced properties are all signifi-

cant in about half of our markets. Bordering a sea/lake often has no effect on the property

price with the exception of Sollentuna, where it has a positive effect on the price.

[Table 3 about here.]

Among the geographical variables, distance to railway station is significant for all mar-

kets, whereas distance to road is positively significant for Sollentuna, and for Kungsbacka

and Alingsås. Distance to road captures both positive accessibility effects and negative

pollution, noise and barrier effects, so its expected sign is ambiguous. In Sollentuna how-

ever, we control for the accessibility through the distance to motorway entrance, so here

the positive effect of living further away from a major road is expected. For Sollentuna,

we also control for road noise, so this negative effect of living close to the major road
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probably captures pollution and barrier effects. Countryside is mostly negative but does

not affect the property price in Hässleholm. It should also be emphasized that none of

our parameter estimates are significant with an unexpected sign.

In Table 4, the market-specific distributions of the estimated implicit prices are pre-

sented. For all presented percentiles Sollentuna has the highest implicit price while Hässle-

holm has the lowest. Further, the average estimated implicit price is 3.12 times higher in

Sollentuna compared to Hässleholm. The quite substantial differences in implicit prices

between the housing markets highlight the risk of transferring the values taken from the

first step of the hedonic regression technique to other housing markets. A generalized

value for railway noise abatement will therefore differ substantially depending on which

housing market it is based on.

[Table 4 about here.]

At the bottom of Table 4 we also report estimates of the Noise Sensitivity Depreciation

Index (NSDI), which has evolved as the standard measure of the WTP in the hedonic

noise literature (Nelson, 1980). It measures the percentage reduction in property value

due to a 1 dB increase in noise exposure and is estimated as

NSDI =
∣∣∣∣∂P∂Q 100

P

∣∣∣∣ = β1
100

Q
, (8)

where Q = 75−L and P and L denote property prices and noise level, respectively. The

estimates reported in Table 4 are based on the mean noise level in each market, and they

again show a large variation between markets from the effect of noise on the property

prices.

5.2 The hedonic price regression - second step

The second step estimates are shown in Table 5. We present the results of both the

OLS estimation, which are assumed to be suffering from endogeneity problems, and

the consistent 2SLS estimation with the endogenous implicit price of peace and quiet

instrumented by living space and year indicators for 2005, 2006 and 2007.

[Table 5 about here.]

The diagnostic tests of our instruments reveal that we can reject the hypothesis that

our instruments are weak, and that we cannot reject the hypothesis that our instruments
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are valid. Since the test of weak instruments has a critical value of 16.85 for significance

at the five-percent level and our test statistic is about 47, we strongly reject the null

hypothesis of weak instruments. The Sargan’s test of valid instruments has a p-value of

0.271, which means that we cannot reject the null hypothesis of valid instruments. Since

our instruments satisfy the diagnostic tests we conclude that they are adequate for our

application.

Furthermore, the results show that the relationship between the implicit price and

peace and quiet is negative, as expected, and strongly significant.15 Among the socioe-

conomic variables, we include both current and future income. To include future income

is a way to control for the influence of expected income on the chosen level of peace and

quiet when households decide to purchase a property. Expected income is found to have

a strongly significant influence on the choice of peace and quiet while current income is

in fact non-significant. This means that when we have controlled for expected income,

including the current income is not adding any more explanation for the demand of peace

and quiet. The findings on income is robust in the sense that we get the same result if we

omit current or future income, i.e. if we only include one income variable, in the regres-

sions. Moreover, the number of children 0-3 years of age positively influences the demand

for peace and quiet. However, there is no significant effect for the number of children in

the other age groups and for single households.

The results of the included first-step variables, reveal whether they are substitutes or

complements to peace and quiet. For distance to railway station, the only geographical

variable included, the effect is assumed to be driven by geographical constraints and

should not be interpreted as a substitute to peace and quiet. For the structural variables;

property area, subsidiary space, quality index and bordering a sea/lake, are complements

to peace and quiet, whereas age of the dwelling is a substitute. Generally, we can say

that if you choose more of an attractive attribute you also choose more peace and quiet.

Finally, linked properties are complements to peace and quiet whereas terraced properties

are substitutes for peace and quiet, both in comparison to detached properties, which is

the reference.
15Note that, as in Day et al. (2007), we do not consider the uncertainty of the implicit price estimates when these are

used in the second step.
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5.3 Welfare estimates

The result of the second step is the estimated demand for peace and quiet, i.e. based on

preferences only and not affected by the supply side of the housing markets. This means

that we can calculate welfare estimates for non-marginal changes of railway noise expo-

sure. The estimated demand relationship, expressed in the conventional price-quantity

space where all other covariates are evaluated at their respective sample means, is given

as

π = 1500− 57.87Q, (9)

where π is the price and Q is peace and quiet. A change in peace and quiet will lead to a

change in consumer surplus which reflects the welfare effect of the change in noise level.

Household size is taken into account by dividing the welfare estimates by 3.02; the

average number of household members in the estimation sample, i.e. the demand func-

tion to estimate the monetary welfare measures is defined per individual. We have also

transformed the demand to account for income differences between Sweden in general and

the seven municipalities of this study, weighted with respect to the number of included

observations per housing market. This transformation implies multiplying by a factor

of 0.914, which means that the average income in Sweden is approximately nine percent

lower than in the municipalities included in our sample. As described earlier, Q is defined

so that 0 corresponds to an equivalent railway noise level of 75 dB. The maximum level

of equivalent railway noise in our estimation sample is 71.1 dB. The estimated demand

reveals that individuals have no WTP for reducing railway noise below an equivalent

railway noise level of 49.1 dB.

In Table 6, the welfare estimates for a 1 dB decrease in railway noise with different

baseline noise exposure are shown. These estimates are based on the demand equation

above. As we can see, for a reduction of the equivalent railway noise level from 71 dB to

70 dB the average Swedish citizen is willing to pay SEK 1239 per year and for a reduction

of the equivalent railway noise level from 61 dB to 60 dB the WTP is SEK 661. We also

report welfare estimates for the elimination of railway noise at different baseline levels

of noise. For instance, the WTP for eliminating railway noise of 71 dB is approximately

SEK 13 898 per individual per year.

[Table 6 about here.]
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6 Discussion

We have in this study estimated the first and second step of Rosen’s hedonic regression

technique. Using data from seven Swedish regions we show that noise has a negative

impact on property prices, which is in line with our expectations. We also find, which

is of importance for the objective of the study, that there is a significant difference in

the marginal WTP between markets. This result has important policy implications and

motivates the use of the second step to recover the underlying preference structure.

From our estimated demand we derive the welfare effects for railway noise changes.

Our results show a welfare gain for a 1 dB reduction of railway noise equivalent to

SEK 1239 (USD 162 and EUR 117) per individual per year at the baseline noise level

of 71 dB. At a baseline noise of 61 dB, the welfare gain is estimated to be equivalent

to SEK 661 (USD 86 and EUR 62). These estimates are more or less in line with the

literature. Furthermore, below a noise level of 49.1 dB, there are no welfare gains from

railway noise abatement.

Comparing our results to other findings in the literature we focus on the two stud-

ies that we consider most relevant; Andersson et al. (2010), a recent Swedish study, and

Day et al. (2007) which also conducted both steps of the hedonic regression technique.

Andersson et al. (2010) found a marginal WTP between SEK 24 and SEK 3027, depend-

ing on the noise level. Andersson et al. (2010) however only estimated the first step of

the hedonic regression technique. Their findings reveal a more progressive relationship

between marginal WTP and the results shown in Table 4 in this study, but it should be

kept in mind that the functional forms differ.

When comparing to Day et al. (2007), the only application of the hedonic second step

for railway noise valuation that the authors are aware of, we found a weaker influence

on demanded peace and quiet from changes in the implicit price. This means that our

welfare estimates are higher for high baseline levels of railway noise and lower for low

baseline levels of railway noise compared to Day et al. (2007). To reduce the equivalent

railway noise level from 71 dB to 70 dB, the average Swedish resident is willing to pay

SEK 1239. Day et al. (2007) estimate the same WTP to be equivalent to SEK 754.16

For a baseline noise level of 56, on the other hand, we estimate the WTP to be SEK 371

16It is not straight-forward to convert the estimates of Day et al. (2007), which are given per property and in 1997 year’s
prices. We have assumed 2.36 individuals per household (see Nellthorp et al., 2007), 46.6 percent increase in real income
in the UK between 1997 and 2009, and GBP 1 = SEK 11.93 (www.riksbank.se, 6/13/2012).
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whereas Day et al. (2007) estimate this WTP to be equivalent to SEK 536. The welfare

estimates of Day et al. (2007) are thus decreasing slowly as the baseline railway noise

is decreasing, which means that the WTP does not reach zero for a noise level where

individuals are assumed not to be disturbed by traffic, which they assume is the case

below the background urban noise level of 55 dB. Here we believe that our estimated

demand, where the WTP is zero below a noise level of 49.1 dB and that WTP increases

continuously above this noise level, is more consistent.

Our first-step hedonic estimates reveal the NSDI for the different housing markets

to be between 0.47 and 2.41. Compared to the literature, our NSDI estimates seem

plausible with a tendency towards high values. Recent estimated NSDI for railway noise

is 0.67 (Dekkers and van der Straaten, 2009), 0.34-0.72 for traditional functional forms

(Andersson et al., 2010), and 0.67 on average (Day et al., 2007). Also when looking at

other type of traffic noise, 28 previous studies of road noise have resulted in an NSDI

interval from 0.08 up to 2.22 with a mean NSDI of about 0.55 (Bateman et al., 2001).

Finally, 20 air noise studies in the USA and Canada resulted in estimated NSDI of 0.28

up to 1.49 with an average of 0.6 (Nelson, 2004).

Having access to a very rich data set we were able to include household characteristics

in the second step regression. In addition, to be able to derive the underlying demand

function for peace and quiet, our finding of main interest from the second step is the

results on household income and the marginal WTP for peace and quiet. A standard

validity test of the preference estimates in both RP and SP studies is whether income has

a positive effect on individual WTP. In these tests analysts usually use current income

as a measure of wealth. In our study we had information on current and future income,

and whereas we found that current income had no statistically significant effect on the

property owners’ WTP, their future income had a strong statistically significant effect.

Hence, with only information about current income we would not have been able to reject

the premise that income has no effect on individual WTP for peace and quiet.

Regarding our demand function in the second step we estimated a linear function,

which not for certain is the most adequate functional form.17 To relax the linearity as-

sumption we could have chosen another functional form in the second step. Poudyal et al.

(2009) used a log-linear function in the second step when they estimated the demand for

17Note however that the linearity in the second step should not be confused with a linear estimate in the first step of the
hedonic model. Since we estimate the second step of the hedonic model, this linear demand still means that the WTP for
a 1 dB noise reduction rises with the baseline noise level.
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urban recreation parks. However, the log-linear model states a non-linear demand rela-

tionship by definition, which can also be seen as an inflexibility of the model. Moreover,

we have already used a log-linear specification in the first step. Including a squared term

of the implicit price would be another possible approach to relax the linearity assumption.

When testing this approach in the IV regression, that is instrumenting the implicit price

and then calculating the square term of the instrumented implicit price, the linear term

is still negative and strongly significant whereas the squared term is not significant at

conventional significance levels with a p-value of 0.369. Thus we cannot reject the linear

specification of the demand for peace and quiet.

As described earlier, the functional form of the first step model is not self-evident

either. We proposed a log-linear formulation whereas the semi-logarithmic function is

widely used in the hedonic literature. Therefore, we have also tested a semi-logarithmic

specification estimated by OLS in the first step with the same variable specification

followed by the IV-approach in the second step. The results are very similar with slightly

lower welfare estimates for noise abatement but still within the 95 percent confidence

interval of our log-linear model. This result provides support for the consistency of our

model.

7 Conclusions

In this study we estimate the demand for peace and quiet, and thus also the WTP for

railway noise abatement, based on hedonic regressions on property prices. Both steps

of the hedonic model are estimated and our estimated demand for peace and quiet is

therefore theoretically consistent for non-marginal changes in noise exposure. Since we

use different municipalities around Sweden as different housing markets, and generalize

the results to account for average household size, in our estimation sample and income

in Sweden in general, we believe that our welfare estimates for noise exposure can be

generally applicable in Sweden. From a policy perspective our results are useful, not

only for BCA, but also as the monetary component on infrastructure use charges that

internalize the noise externality (Andersson and Ögren, 2007, 2011).

Our results also show the risk of using benefit transfer, i.e. we show empirically that

the estimated implicit price for peace and quiet differs substantially across the housing

markets. Monetary estimates for the social value of noise abatement are often based

on a single or scant number of studies and the values are then used either unadjusted
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or adjusted based on, e.g. income differences between the study and policy cite, on a

national level. Therefore, even a benefit transfer approach with adjustments may not be

sufficient to obtain values on a national level that reflect the individuals’ preferences.

Even if we have recovered “theoretically consistent and transferable values” (Day et al.,

2007) in this study there is still room for further analysis. The WTP for noise abatement

as estimated in this paper only takes into account the effect that is capitalized into the

property market, and there may be other effects that are not included here. First, we can

consider that individuals do not spend all their time in their own homes but also at work,

in school and in different public areas. Unless preferences for peace and quiet are the

same in these environments as they are in people’s homes, using the monetary estimates

from our study will either over or underestimate the social cost related to being exposed

to noise in places other than people’s homes.

Furthermore, there is a possibility that all negative effects, both disturbances and

health effects, caused by transport-related noise are not capitalized into the property

market. In welfare economics we usually assume that individuals know their own best

and that their preference-based choices are utility maximizing. We also assume that

there is no asymmetric information in the market, e.g. buyers are assumed to be perfectly

informed about the characteristics of the purchased good. Pope (2008) however, in a study

of airport noise, suggests that information asymmetry may be substantial. Regarding

health effects, on the other hand, even if buyers are well-informed, if medical service and

labor related insurances are to a great extent subsidized, as in Sweden; there is a further

external cost of noise if individuals do not take the complete health effect of noise into

account. This is also the case if individuals are not aware of the negative health effects

caused by noise exposure.

While unconsidered health effects might lead to an underestimation of the true noise

cost, other factors might lead to an overestimation. One such factor is that our study is

based on only single family houses and not apartments, and since a buyer of a house with

a garden can be assumed to place more emphasis on quiet surroundings than a buyer of

an apartment without direct access to an outdoor area, our estimated WTP might reflect

preferences that are not valid for apartment buyers.18

Although some caveats are presented above, our study is an important contribution

18Also, individuals that are living in rented apartments tend to have a lower income in general compared to property-
owners. In Nellthorp et al. (2007), this latter effect for the UK is calculated to a 17.5 percent decrease of the welfare
estimates.
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to the literature as it is based on the two-step hedonic regression technique and uses

combined data of geographically different housing markets and individual socioeconomic

characteristics.
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Table 5: Hedonic second step estimates
Variable OLS 2SLS
Implicit price -0.004*** -0.005***

(0.000) (0.001)
ln Household income -0.004 0.002

(0.035) (0.035)
ln Household income year t+1 1.558*** 1.795***

(0.155) (0.265)
Single household 0.149 0.311

(0.422) (0.442)
No of children 0-3 years of age 0.254** 0.316**

(0.115) (0.124)
No of children 4-6 years of age -0.100 -0.070

(0.142) (0.144)
No of children 7-11 years of age 0.150 0.202

(0.117) (0.125)
No of children 12-17 years of age -0.077 -0.061

(0.121) (0.123)
Property area 0.030*** 0.039***

(0.011) (0.012)
Subsidiary space 0.003* 0.003**

(0.001) (0.001)
Age of dwelling -0.026*** -0.027***

(0.003) (0.003)
Quality index 0.067*** 0.081***

(0.012) (0.016)
Linked -0.782*** -0.660***

(0.213) (0.228)
Terraced 0.609*** 0.552***

(0.176) (0.184)
Bordering the sea/lake 2.384*** 2.463***

(0.679) (0.721)
Distance railway station -0.529*** -0.576***

(0.027) (0.044)
No of observations 6184 6184
R2 0.238 0.230
Notes: Dependent variable is peace and quiet.
***, ** and * denote difference from zero at the one,
five and ten percent significance level respectively.
The models include education dummy variables, which
for simplicity are not shown here.
Robust standard errors are given in parenthesis.
Distance to railway station is defined in kilometers.
Property area is defined in hundreds square meters.
The models also include an intercept.
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Table 6: Welfare estimates in SEK of changes in noise exposure
Noise level change Welfare estimate 95 percent CI
1 dB change
71 ⇔ 70 1239 [977 ; 1502]
66 ⇔ 65 950 [764 ; 1136]
61 ⇔ 60 661 [552 ; 769]
56 ⇔ 55 371 [339 ; 403]
51 ⇔ 50 82 [36 ; 128]
Elimination of noise
71 ⇔ 49.1 13 898 [10 936 ; 16 860]
66 ⇔ 49.1 8280 [6645 ; 9915]
61 ⇔ 49.1 4109 [3415 ; 4802]
56 ⇔ 49.1 1384 [1247 ; 1521]
51 ⇔ 49.1 106 [69 ; 143]
Notes: Noise is given in equivalent dB.
The welfare estimates are given in SEK per individual and year
in 2009 prices. (USD 1 = SEK 7.65 and EUR 1 = SEK 10.62)
The 95 percent confidence interval is based on standard errors
calculated by the delta method.
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Figure 1: Map over the seven municipalities
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