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Abstract

We provide a framework with multiple worker types (e.g. gender, age, education)
to decompose changes in aggregated and disaggregated measures of between-group
inequality into changes in (i) the composition of the workforce across labor types,
(ii) the importance of different tasks, (iii) the extent of computerization, and (iv) other
labor-specific productivities (a residual to match observed relative wages). The model
features three forms of comparative advantage: between worker types and equipment
types, worker types and tasks, and equipment types and tasks. We parameterize the
model to match observed changes in worker type allocations (across equipment types
and tasks) and wages in the United States between 1984 and 2003. The combination
of changes in the importance of tasks and computerization explains more than half
of the rise in the skill premium and the rise in inequality across more disaggregated

education types as well as almost half the rise in the relative wage of women.

*We thank Treb Allen, Costas Arkolakis, Davin Chor, Pablo Fajgelbaum, Gene Grossman, Robert E.
Lucas, Stephen Redding, Robert Shimer, and Nancy Stokey for helpful comments and David Autor and
David Dorn for making their code available. Vogel thanks the Princeton International Economics Section
for their support.



1 Introduction

The last few decades have witnessed pronounced changes in between-group wage in-
equality in the United States, both at the aggregate level—e.g. the rise in the college
premium or the fall in the gender gap—and at the disaggregate level—e.g. the rise in
wages for those groups of workers at the top and bottom of the wage distribution relative
to those in the middle (i.e. between-group wage polarization). The same time period has
been marked by dramatic changes in the economic environment, which a vast literature
has argued have impacted inequality. These include changes in workforce composition,
including rising relative supplies of educated workers and women; shifts in relative de-
mand for workers across tasks (occupations and/or sectors), perhaps driven by structural
transformation, international trade, or offshoring; computerization, evident from a rise in
the stock and a fall in the price of computers relative to other capital equipment and
structures; and other forms of labor-type-specific technical change; see e.g. Feenstra and
Hanson (1999), Krusell et al. (2000), and Autor et al. (2003). In this paper, we provide a
quantitative framework incorporating these forces and use it to decompose the sources of
changes in aggregated and disaggregated measures of between-group inequality between
1984-2003 in the United States.

Our framework features many types of workers (e.g. young men who dropped out
of high school) and many types of capital equipment (e.g. computers) that are employed
producing many tasks (e.g. health services), allowing us to study, respectively, disaggre-
gated measures of between-group inequality, the growth of computers relative to other
forms of capital equipment, and the reallocation of workers across tasks. The productiv-
ity of a worker of a given type employed in a specific task and using a specific type of
equipment has two components: a systematic component that is common to all workers
of that type given that choice of task and equipment and an idiosyncratic component that
is specific to that worker. The idiosyncratic component of productivity allows us to model
workers’ decisions as a tractable discrete choice problem, as in McFadden (1974), Eaton
and Kortum (2002), and Hsieh et al. (2013). The systematic component of productivity—
which varies with worker type, equipment type, and task—allows for three types of com-
parative advantage: between worker types and equipment types, between worker types
and tasks, and between equipment types and tasks. Even though our framework imposes
strong restrictions on micro-level production functions, at the aggregate level we obtain
rich interactions between worker types, capital equipment types, and tasks, and we nest
standard frameworks for studying between-group inequality.!

'In our discrete choice approach, factor allocation at a point in time provides information about aggre-
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Comparative advantage (CA) shapes the allocation of labor to tasks and capital both
directly and indirectly. For instance, the fact that one worker type A uses computers
relatively more than another A’ can be generated by two distinct patterns of comparative
advantage. First, if A has a comparative advantage using computers, then workers of type
A will use computers relatively more within tasks. We find that this is the case for more
educated workers. Second, if A has a CA in the tasks in which computers have a CA,
then they will disproportionately allocate to tasks in which all workers use computers
more. We find that this is the case for women. In general, any aggregate pattern of
factor allocation—workers to equipment, workers to tasks, or equipment to tasks—can
be generated either directly (as in the first case) or indirectly (as in the second case) by
comparative advantage. Given data on the allocation of workers to equipment type, task
pairs, we can identify the systematic component of productivity using the previous logic.

To quantify the sources of changes in between-group inequality, we allow for four
types of aggregate changes over time in the economic environment: (7) the composition of
the workforce across labor types (“labor composition”), which can be directly measured,?
(ii) task preference parameters and productivity (which we refer to as “task shifters”
because they generate shifts in employment across tasks), (iii) the productivity of using
and producing different types of capital equipment (“capital productivity”), and (iv) the
productivity of each labor type (“labor productivity”).

Through factor allocation, CA shapes the impact of these changes on relative wages.
For example, a decline in the cost of producing computers, (iii), acts like an increase
in the relative productivity of workers who have a direct comparative advantage using
computers and like an increase in the relative productivity of tasks in which computers
have a direct comparative advantage. Hence, if A has a direct comparative advantage
using computers, then this shock will tend to raise the relative wage of A workers. On
the other hand, if A has a comparative advantage in the tasks in which computers have a
comparative advantage, then this shock may either increase or decrease the relative wage
of A workers. Specifically, if tasks are complements, then a decline in the cost of producing
computers will shrink employment in the tasks in which computers have a comparative
advantage and will reduce the relative wages of workers with a comparative advantage in
the same tasks as computers.® Thus, our model is flexible enough so that computerization

may increase the relative wage of workers who are relatively productive using computers

gate elasticities between factors. An alternative approach, which is harder to implement in practice, is to
specify a general aggregate production function with multiple cross elasticities between factors.

2We treat education decisions as exogenous. See e.g. Restuccia and Vandenbroucke (2008) and Hsieh et
al. (2013) for treatments of endogenous education.

31f tasks are substitutes, the opposite occurs.



and may reduce the relative wage of workers employed in tasks in which computers
are particularly productive (even though both types of workers use computers relatively
more than other worker types at the aggregate level), as described by, e.g., Autor et al.
(1998) and Autor et al. (2003).

We can infer changes in equipment productivity, (iii), given data on changes over time
in the usage of equipment types within worker type, task pairs. It is important to condi-
tion on worker type, task pairs because the usage of a particular type of equipment might
go up for three reasons: it becomes relatively more productive or its cost falls (this is the
change we want to identify), a shift in workforce composition towards workers who have
a comparative advantage using that type of equipment, or a shift in task composition to-
wards tasks in which that type of equipment has a comparative advantage. Similarly, we
can infer changes in task shifters, (ii), given data on changes over time in task employ-
ment within worker type, equipment type pairs. Note that we identify changes in (ii) and
(iii) without using data on wage changes, thus avoiding the critique of Acemoglu (2002)
regarding previous work evaluating the role of capital-skill complementarity in the evo-
lution of the skill premium using aggregate time series data. We infer labor productivity,
(iv), as a residual—given (i), (ii), (iii)—to match data on relative average wages across
worker types. Hence, given data and the structure of our model, we can decompose
changes in between-group inequality into our four components.

Implementing this methodology requires data over time on the allocation of worker
types to equipment type, task pairs. We obtain such data from the October Current Pop-
ulation Survey (CPS) Computer Use Supplement, which—in addition to a worker’s char-
acteristics (with which we group workers into 30 types based on age, gender, and edu-
cation) and occupation (which we map to 20 tasks in the model)—provides information
for certain years (1984, 1989, 1993, 1999, and 2003) on whether or not a worker has di-
rect or hands on use of a computer—be it a personal computer, laptop, mini computer, or
mainframe—at work. While this data allows us to estimate our model and conduct our
decomposition, it is not without limitations. First, it imposes a narrow view of computer-
ization. Second, it only provides information on the allocation of workers to one type of
equipment, computers; therefore, we must infer usage of the second type of equipment
(non-computer equipment) in the model.* Finally, we do not observe the share of each

worker’s time at work spent using computers.5

4To alleviate this concern, we show that the parameterized model is consistent with the allocation of
equipment types across sectors in Appendix E, where we match tasks in the model with sectors in the data.

5To alleviate this concern, we show that our estimates are consistent with those obtained using an
alternative data source which contains the share of hours worked using computers: The 2006 German
Qualification and Working Conditions survey.



Our procedure uncovers some interesting patterns of comparative advantage. For ex-
ample, because more educated workers use computers more intensively within occupa-
tions, we infer that more educated workers have a comparative advantage using comput-
ers. Whereas women use computers more intensively than men, this aggregate pattern is
mostly driven by indirect comparative advantage: women are allocated to occupations in
which all workers use computers more intensively. Hence, we infer that they have at most
a weak comparative advantage using computers. Because all workers use computers in-
tensively in occupations where thinking creatively and repetition are relatively important,
we infer that computers have a comparative advantage in such occupations; similarly,
computers have a comparative disadvantage in occupations where manual dexterity is
relatively important. Finally, because educated workers are disproportionately employed
in occupations where analyzing data is particularly important (given the type of capital
used), we infer that they have a comparative advantage in such occupations; similarly,
we infer that they have a comparative disadvantage in occupations in which repetition is
particularly important. Our procedure also implies that computer productivity (the pro-
ductivity of using and producing computers relative to non-computer equipment) rises
rapidly over time because of the observed rise in computer usage, conditional on worker
type and occupation. This finding is consistent with ample evidence showing a rapid de-
cline in the price of computers relative to all other equipment types and structures, which
we do not directly use in our estimation procedure.®

At the aggregate level, we decompose changes in the skill premium and the gender
wage gap. Over the full sample we find that the combination of changes in capital pro-
ductivity (the rise in the productivity of computers) and task shifters (the expansion of
occupations in which more educated workers have a comparative advantage) account for
roughly 66% of the sum of the forces pushing the skill premium upward (the sum of task
shifters, capital productivity, and labor productivity). Whereas the change in labor pro-
ductivity is the only component of our decomposition that is estimated using changes in
observed wages, it accounts for only roughly 34% of the sum of the forces pushing the

skill premium upward. In other words, observable changes in the allocation of workers

®While the decline over time in the U.S. in the price of equipment relative to structures has been well-
documented (see e.g. Greenwood et al. (1997)), we highlight that this is mostly driven by a decline in
computer prices. For example, between 1984 and 2003: (i) the price of industrial equipment and trans-
portation equipment relative to computers and peripheral equipment has risen by a factor of 32 and 34,
respectively (calculated using the BEA’s Price Indexes for Private Fixed Investment in Equipment and Soft-
ware by Type), and (ii) the quantity of computers and peripheral equipment relative to industrial equip-
ment and transportation equipment rose by a factor of 35 and 33, respectively (calculated using the BEA’s
Chain-Type Quantity Indexes for Net Stock of Private Fixed Assets, Equipment and Software, and Struc-
tures by Type). We do not use equipment price or quantity data directly in our procedure in part because
of quality-adjustment issues raised by, e.g., Gordon (1990).
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to tasks and computers explain the majority of the rise in the skill premium. We also
show that the combination of changes in capital productivity and task shifters account
for almost half the forces reducing the gender gap. Even though women are substantially
more likely than men to use computers, changes in equipment productivity play almost
no role in closing the gender gap because, as discussed above, we find that women have
only a weak comparative advantage using computers. At a more disaggregated level,
we decompose changes in relative average wages across five education groups. Our re-
sults are consistent with those at the aggregate level: changes in labor productivity are
not particularly important for explaining the rise in between education-group inequality.
However, changes in labor productivity are important for other moments of the between-
group earnings distribution: they have a U-shaped effect on relative wages (generating
between-group wage polarization), decreasing wages of intermediate wage groups rela-
tive to the lowest and highest wage groups for our 15 groups of men between 1989 and
2003.

We show that restricting the sources of comparative advantage—either by assuming
away comparative advantage with tasks (for both workers and equipment) or compar-
ative advantage with equipment (for both workers and tasks)—substantially alters the
results of our decomposition. Intuitively, shutting down any source(s) of comparative
advantage affects how we infer the remaining source(s); e.g., if we abstract from worker-
task comparative advantage, then to explain the fact that women use computers more
intensively than men at the aggregate level, we must infer that they have a direct compar-
ative advantage using computers. This suggests that modeling all three sources of com-
parative advantage is important for decomposing changes in between-group inequality.
We also demonstrate the robustness of our results to a number of deviations from our
baseline specification and parameterization. For instance, we find very similar results al-
lowing for more general aggregate changes over time in the economic environment, such
as changes in comparative advantage between labor and tasks.

Finally, we extend our baseline closed-economy model to incorporate international
trade in capital equipment. We abstract from task trade because we do not have data on
trade in occupational output; see e.g. Grossman and Rossi-Hansberg (2008) for a theoreti-
cal analysis of task trade and inequality and Feenstra and Hanson (1999) for an empirical
treatment of offshoring and relative wages. We show analytically that, in the context of a
gravity model of trade in final goods (consumption goods and each type of capital equip-

ment) it is straightforward to solve for the impact of international trade on relative wages

7 Autor et al. (2008) and the following literature study wage polarization over the full income distribu-
tion, whereas we focus on between-group inequality and, therefore, between-group wage polarization.
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between any two years in our sample given domestic absorption shares and gravity elas-
ticities, in addition to the parameter values recovered in our baseline exercise. Between
1984 and 2003, trade in capital equipment accounts for roughly one fifth of the total im-
pact of changes in capital productivity on the skill premium in the United States. Given
our parameter estimates, the impact of equipment trade on relative wages would be sub-
stantially larger in countries that import a larger share of their computer equipment; see
e.g. Burstein et al. (2013) and Parro (2013).%

We view our contributions as threefold. First, we nest four of the central mecha-
nisms shaping relative wages proposed in the literature—labor composition, task shifters,
capital-skill complementarity, and other labor specific productivity—and quantify their
importance in the United States. Second, we identify the implications of changes in task
shifters and capital productivity for relative wages using changes over time in the alloca-
tion of workers to equipment types and tasks rather than using data on changes in wages.
Third, we analyze relative wages at high and low levels of worker aggregation. In doing
so, our framework extends Costinot and Vogel (2010) and Acemoglu and Autor (2011) to
incorporate complementarity between worker types and other inputs, following Gross-
man et al. (2013). In using a model of this form to conduct quantitative exercises, our
paper is closely related to Hsieh et al. (2013). Whereas they introduce wedges and focus
on changes in the extent of misallocation over time, we study changes in relative wages.

Whereas we analyze the changing share of labor income allocated across labor types
(i.e. between-group inequality), Karabarbounis and Neiman (2013) analyze the changing
aggregate share of capital and labor. We focus on between-group inequality in this paper.
See e.g. Kambourov and Manovskii (2009), Huggett et al. (2011), Hornstein et al. (2011),
and Helpman et al. (2012) for an analysis of within-group inequality.

2 Environment

We consider an economy with 1, types of workers, indexed by A € {A4,..., A, }, and ng
types of capital equipment (which we refer to as either equipment or as capital, for short),
indexed by k¥ € {xi,..., ks, }.” At time t, the endogenous stock of capital equipment x
is given by K; (x) and the exogenous supply of labor A is given by L; (A). Individual
workers are indexed by w € (), and the set of workers of type A is given by Q) (A) C Q.

80ur framework, which includes multiple types of capital equipment and comparative advantage be-
tween labor types and equipment types rationalizes the findings in Caselli and Wilson (2004), that countries
with different distributions of education import different mixes of capital equipment.

%In the quantitative implementation, we set ng = 2 because of data restrictions.
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Workers and capital equipment are employed by firms to produce tasks, indexed by ¢ €
{01, .., Oy }.10

Tasks are combined to create a single final good according to a constant elasticity of
substitution (CES) production function,

/(p—1)
p /e o
Zﬂt ’ (1)

where p > 0 is the elasticity of substitution across tasks, y: (¢) > 0 is task ¢ output,
and y; (o) > 01is a demand shifter for task . The final good is used for consumption,
Ct = Y; (C), and capital equipment investment, I; (x) = Y; (x). The resource constraint
for the final good can be expressed as

Yy =q:(C —|-th

where g; (C) and g; (x) denote the cost (in terms of the final good) of a unit of consumption

and investment in equipment «x, respectively. The law of motion for capital x is

Kiyr (1) = (1 —dep (k) Ke (k) + I (),

where 0 < dep (x) < 11is the depreciation rate for equipment x. Utility of the representa-
tive household is given by Y 52 us (Ct).

The output of a worker w € Q) (1) employed in task ¢ and teamed with k units of cap-
ital x is given by [T:(A, x, 0)er (w, , 0)]1_“(‘7) k*(@) 11 The output elasticity of equipment
intask cis a (0) € (0,1). In our baseline specification, the systematic component of pro-
ductivity affecting all workers of type A when using equipment « in task o (henceforth
“using x in ¢”’) at time t is

Tt()\, K, 0') = T/\t ()\) Txt (K) Tgt (0’) T()\, K, 0') (2)

where!? {Ty; (x)} > 0 may vary over time for each x € {A,x,0}—so that some worker

types, capital types, and tasks may become more productive than others over time!>—

19One could interpret tasks in different ways. In our empirical applications we take two approaches,
matching tasks in the model with sectors or occupations in the data.

1 One could interpret a type of capital equipment as any input other than labor. In the case of inputs
that cannot be accumulated, the depreciation rate would be one.

12In the remainder of the paper, we denote by {f; (x)} = (fi (x1), ..., fi (xn)) where x can take values
from xq to xy,.

13Results are unchanged if we assume that the changing labor-specific component, {Tj; (1)}, combines
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whereas {T (A,x,0)} > 0 is assumed constant across time and allows relative produc-
tivities to vary with factor allocation—so that, for example, some worker types may be
relatively productive using some equipment types.'* The idiosyncratic component of
productivity that is specific to worker w when using « in ¢ is & (w, x, ). Each worker
w € O (A) independently draws ¢; (w, x, ) for each (x,0) pair from a Frechet distribu-
tion,

G(gA) =exp <—s_9(A)) ,

where 6 (A) > 1 is the shape parameter. A higher value of 0 (A) is associated with less
dispersion.

All markets are perfectly competitive and all factors are freely mobile. The price of
task o and the rental rate of capital « are given by p; (¢) and 7; (x), respectively.'®

Relation to alternative frameworks. Whereas our framework imposes strong restrictions
on production functions at the level of (A, x,0), at the aggregate level we obtain rich
interactions between worker types, capital equipment types, and tasks, in the sense that
our model nests two standard frameworks for studying between-group inequality.

The first of these, which is referred to as the canonical model, is the “central organizing
framework of the voluminous recent literature studying changes in the returns to skills
and the evolution of earnings inequality” (Acemoglu and Autor, 2011). In this frame-

work, the aggregate production function is given by

)

1] p-1

0
+ ALt (Ap) °

p—1
0

Y: = | ALt (M)

where Ay, and Ajy; are parameters. We obtain the above aggregate production function—
and, therefore, the same relative wage—under a number of restrictions on our framework:
(i) there are exactly two labor types, (i7) the capital equipment share of production is zero
in each task, and (iii) labor type A; is only productive in task i.

The second of these is an extension of the canonical model that incorporates capital-

productivity and a labor-specific distortion that creates a wedge between the wage received by the worker
and the wage paid by the producer.

14 Assuming that the time-varying components of productivity are separable between labor, tasks, and
equipment types allows us to perform a clean decomposition between these forces. In Section 7.2, we
allow for more general changes in technology over time: in the interaction between labor- and task-specific
productivity, { Ty (A, o)}, or between labor- and equipment-specific productivity, { Th, (A, k) }, or between
equipment- and task-specific productivity { Tyst (k,0)}. In these cases we can only decompose changes in
relative wages into three components. The results under these extensions do not vary substantially from
our baseline results.

150ur analysis is unchanged if we introduce other homogeneous inputs (such as capital structures) that
enter the production function multiplicatively, in which case our production function for worker output in
task o would correspond to value added after the optimal choice of other inputs.
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skill complementarity—see e.g. Krusell et al. (2000)—where the aggregate production
function, under the restriction that the elasticity of the CES nest of A; and «; is one, is
given by

Yy =

1 E o—1 p—1
Ay (Lt (A @) K, (Kl)"‘@’z)) "4 Ay (Az)p]

where Aj; and Ay are parameters. We obtain the above aggregate production function
under a number of restrictions on our framework: (i) there are exactly two labor types,
(ii) there is one type of capital equipment, (iii) the capital equipment share of production
is zero in task two, and (iii) and labor type A; is only productive in task i. Hence, while
the restrictions we impose facilitate our analysis in high-dimensional environments, they

do not limit our framework in the low-dimensional analyses considered previously.

3 Equilibrium and mechanisms

In this section we characterize the equilibrium of the model, first in partial equilibrium—
given {p; ()} and {r (k) }—in Section 3.1 and then in general equilibrium in Section 3.2.
We then provide the system of equations with which to calculate changes in wages along
a balanced growth path in Section 3.3. Finally, we discuss how comparative advantage
shapes factor allocation and wage changes in Section 3.4.

3.1 Partial equilibrium

The producer’s zero profit condition implies that a worker w € ) (1) teamed with k units

of capital k and producing task ¢ earns a wage given by p; (07) k*() [Ty(A, k, 0)e; (w, %, (7)]17“(‘7) -

kr¢ (k). If a worker chooses to work with « in ¢, he chooses the amount of x to maximize

his wage. Given the optimal capital decision, the worker’s wage is simply 7 (A, x, o') "/ 6(1) ¢, (w,x,0),

where

re (%)

With perfectly competitive labor markets, worker w is employed in the task and teamed

_alo) ()
T (A k,0) = [Tt(/\, k,0)(1—a(0)) ((X (o) > T Pt (a)lolc@] : 3)

with the type of capital that maximizes his wage. Given the distributional assumption on
idiosyncratic productivity, the probability that a randomly sampled worker, w € Q (A7),

uses k in ¢ is simply
Tt ()\, K, 0’)
A = . 4
& ( o 0—> ZK’,O" Tt (/\/ K// UJ) ( )




The distributional assumption also implies that the average wage of workers w € Q) (A)

teamed with x in o does not vary across «, ¢ and is given by

1/6(7)
wt (A) =7 (/\) <2Tt (/\/ K, U)) ’ (5)
where y (A) =T (1 — ﬁ) and I' (-) is the Gamma function.

3.2 General equilibrium

In any period, task markets must clear,

I-p
@) (2) T E = st @), ©

where {; () denotes total labor income in task o in period t, { () = Y. , wt (A) Lt (A) 711 (A, %, 0),
so that the right-hand side condition (6) is total income in task ¢. The left-hand side is ex-
o\ /(1=p)
penditure on task o, where E; is total income and P; = <Za i (o) pr (o)1 F ) * is the
price of the final good.

The prices of consumption and each type of capital equipment are simply
P (C) /¢ (C) = Pi(x) /g1 (x) = Pr. (7)

The dynamic Euler equation for the accumulation of capital ¥ and equation (7) give

, qe(C) _ 141 (C) (1141 (1) . «
uC,t - uC,t—H Gt (K) (Pt+1 (K) + (1 dep( ))) ’ (8)

where u-, is the marginal utility of consumption at time ¢.

3.3 Wage changes

In this section we provide the system of equations with which to calculate wage changes
along a balanced growth path (BGP). Between any two time periods, to and t;, we use

equation (5) to express changes in wages as

1/6())

1 6(A)
w(A) =TH(N) {2 |:<?(K)_a(0)ﬁ(0')> 1-elo) K(K)TU(U'):| 7ty (A, K, 0')} , (9
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where £ = x4, /x;,. Changes in task prices between ty and ¢; are determined by the task

market clearing conditions given in equation (6),

o) (Pl ) Lo, -

1) \p (1) ¢ (1)
where -
o Ty (M) Ly (1) 7 (A, 0) @0 (A) Ly (M) 7 (A, 0)
¢ (o) = ; (11)
zlLKuho(A)[¢o(A)7U0(A7Kra)
and where, using equation (4), changes in allocations are given by
A o 1\ 0(A)
(BT 0T0) (707 5 () 7 )
7t (A K, 0) = (12)

1 \Y)
Lo ( AN T To(0) (7 () ()ﬁ(a’))”“’))ﬂ i (A, 0")

Finally, we must determine changes in rental rates. We assume that in periods ty and

Ct+1
C,

relative productivity, q;téc) / q;%}() for all «, are constant over time. Conditions (7) and

t; the economy is in a BGP in which the real interest rate, , and the growth rate of

(8) provide the following relationship between changes in rental rates and prices across
two BGPs,

P(x) =P (x) =q(x) P (C)/4(C),

so that changes in relative rental rates are determined solely by changes in production

costs,
) _ () .
Py g (k)
This leads to the following proposition.

Proposition 1. Given values of {w; (A) Ly (A)}, {m: (A x,0)}, p, {a(0)}, and {6 (A)} in
periods t = to, ty, equations (9)-(13) determine changes in wages for any changes in technology,
{q ()}, {n ()}, and {Ty (x)} for each x € {A,x,0}, or factor supply, {L (1)}, between two
BGPs.

3.4 Mechanisms

Comparative advantage. There are three types of comparative advantage in our model:
(i) between labor and equipment, (ii) between equipment and tasks, and (iii) between la-
bor and tasks. We define labor-equipment comparative advantage as follows: A’ has a
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T(A o)
T(M,x,0)

. We define labor-task and equipment-task comparative advantage similarly. Com-

comparative advantage (relative to A) using equipment «’ (relative to x) in o if >
T(Ax o)
T(Ax,0)

parative advantage has strong implications for factor allocation. For instance, note that if

A has a comparative advantage (relative to A) using «’ (relative to x) in ¢, then equation
(N i o) (A ,0)

n(Mxo) = n(Ako)”

To better understand the impact of comparative advantage on factor allocation, con-

(4) implies

sider the following feature of the data we describe in Section 5.1: the share of workers
using computers (k') relative to other non-computer equipment (k) is higher for college
educated workers (A’) than for high school educated workers (A). Two distinct patterns
of comparative advantage could generate this feature of the data. First, college edu-

cated workers could have a comparative advantage using computers within tasks, i.e.
T(A ' ,0) T(Ax o)
TN ko) = T(Ax0)

the tasks (¢”) in which computers have a comparative advantage, e.g.

T(AOrK/rU/) T(Ao,K/,U')
T(/\(),K,(T/) - T()Lo,K,(T)
data as follows. In the first case, college educated workers would use computers relatively

for all 0. Alternatively, they could have a comparative advantage in

T(/\//KOIUJ) T()\/KOIU/)
T()\IIKOI(T) - T(/\IKOIU)

for all Ag. These explanations can be separated in the

for all xp and

more than high school educated workers within tasks. In the second case, employment
composition across tasks would be key: college educated workers would be employed
relatively more in tasks in which computers are used more frequently by all workers.
In general, any aggregate pattern of factor allocation—workers to equipment, workers
to tasks, or equipment to tasks—can be generated either directly (as in the first case) or
indirectly (as in the second case) by comparative advantage, and disaggregated data on
allocations would allow us to separate these two distinct explanations.
Comparative advantage and wage changes. According to the equation (9), changes in
wages depend linearly—for given prices and rental rates—on changes in worker-specific
productivities, {Ty; (1)}, and are a CES combination of changes in rental rates and prices,
{re (x)} and {p: (0)}, the productivity of using equipment types, { Ty (x)}, and the pro-
ductivity of employment in tasks, { Tyt (0) }, where the weight given to changes in each of
these components depends, through factor allocation {7t; (A, x,0)}, on comparative ad-
vantage. Hence, each of the three types of comparative advantage present in our model
plays a central role in shaping the impact of changes in the economic environment on
relative wages.

Consider, for example, the impact on relative wages of a reduction in the cost of pro-
ducing computers, q(x). There are two forces that shape the response of relative wages.
The first is driven by direct comparative advantage between workers and computers. If

A workers have a comparative advantage using computers, a reduction in q (x)—which
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reduces r (x)—increases their relative wages. Intuitively, a fall in computer prices acts
like a rise the relative productivity of workers who tend to use computers relatively more
within tasks.

The second force shaping the response of relative wages is driven by the indirect com-
parative advantage between workers and computers (i.e. worker-task, and equipment-
task comparative advantage). If A workers have a comparative advantage in tasks in
which computers have a comparative advantage, then the impact of a reduction in g (x)—
which also reduces p () in the tasks in which computers have a comparative advantage—
on relative wages depends on the value of p. If p < 1, then the decline in task prices is
greater than the rise in r (k) ~(%) and the relative wage of A workers falls (see expression
9); whereas if p > 1, then the decline in task prices is less than the rise in r (K)_“(U), and
the relative wage of A workers rises. Intuitively, if p < 1, a fall in the price of computers
acts like an increase in the relative productivity of tasks in which computers have a CA,
which leads to a reduction in employment (hence, hurts workers) in the tasks in which
computers have a CA. If p > 1 then a fall in the price of computers increases employ-
ment (and hence benefits workers) in the tasks in which computers have a comparative
advantage. Similar intuition applies to the impact on relative wages of changes in other
primitives, which we consider in our decomposition.

These forces capture some of the standard mechanisms shaping relative wages de-
scribed in the literature. Summarizing this literature, Autor et al. (1998) discuss two
channels through which computers may influence relative labor demand: (i) computers
may directly substitute for human judgment and labor and (ii) computers may increase
the returns to the creative use of greater available information. Specifically, Autor et al.
(2003) find that “(i) computer capital substitutes for workers in performing cognitive and
manual tasks that can be accomplished by following explicit rules” and “(ii) complements
workers in performing nonroutine problem solving and complex communications tasks.”
By incorporating all three types of comparative advantage (and even though we do not
allow for direct substitution of computers for workers in the production of individual
tasks), our model is theoretically consistent with these findings and, therefore, has the
potential to account for the fact that the fall in the price of computers can help some
worker types who are employed in tasks in which computers are prevalent while hurting

others.!® Moreover, when p < 1 our empirical results are consistent with the findings in

16In the model presented in Acemoglu and Autor (2011), capital equipment only influences relative
demand through the indirect comparative advantage channel because their model abstracts from worker-
capital comparative advantage. Hence, an increase in the computer stock must hurt worker types that are
disproportionately employed in tasks in which computers are prevalent.

13



Autor et al. (2003).17

4 Decomposing changes in between group inequality

We aim to perform a decomposition quantifying the direct contribution for changes in

relative wages between time periods ¢y and t; of
i. changes in labor composition, {L (1)},
ii. changes in labor productivity, {T) ()},
iii. changes in capital productivity, { Ty (x)} and {4 (x)}, and
iv. changes in task shifters, { T (¢) } and {fi (0)}.

Specifically, the direct contribution of changes in labor composition (for example) can be
calculated by solving for movements in the log of relative wages that result from changing
labor supplies from {L¢, (A)} to {L, (A)}, holding all other parameters fixed at their ¢,
levels. We could similarly determine the direct contributions of changes in labor produc-
tivity, capital productivity, and task shifters. Of course, these direct contributions need
not sum up to the change in log relative wages that results from changing all parameters
from their t( to their t; levels because of interaction effects; see e.g. Rothe (2012a,b). In
practice, as reported in Section 6, these interaction effects are very small.

According to Proposition 1, we can conduct this decomposition exercise if we have
values of parameters p, {« ()}, and {6 (A)}, values of labor payments and allocations
in period t, and measures of {L (A)}, {Ty (\)}, {T- (o)}, {fi (o)}, {Tx ()}, and {4 (x)}.
In the remainder of this paper, we impose a common equipment intensity in each task,
a (o) = a for all ¢, and a common dispersion of idiosyncratic productivities across worker
types, 6 (A) = 6 for all A.

Given the data that we use, described in section 5.1, we are unable to obtain estimates
of {T, (o)}, {f (o)}, {Tc ()}, and {4 (x)}. Nevertheless, we now show that we can
perform our decomposition using transformed variables that we are able to estimate as

described in Section 5. These transformed variables are defined as follows. Combining

7Specifically, we find that computers have a comparative advantage in tasks in which repetition is par-
ticularly important. Hence, when p < 1 a fall in computer prices hurts (relatively) workers with a compara-
tive advantage in such tasks. Moreover, we find that more educated workers (who tend to perform tasks in
which thinking creatively is important) have a comparative advantage using computers. Hence, educated
workers benefit (relatively) from a fall in computer prices.
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equations (2) and (3), we have

T (A k,0) = Tar (A) Ter () Tor (0) T (A, %, 0) (14a)
where
T |
A = | =2 14b
Tt (L) T, T (A )] (14b)
_ a e
Tt (K) = Tt (1) e (1) T _“] (14c)
[ Tp—g Ter (1) 7 (3) T
- BN 0
T (0_) — Tat( )Pt (0) e : ] (14d)
[Ti =1 Tov (0) py (0) =
and
(1—a)T(A,x,0) o kK
T(AK,0)= IOy H Tap (A) Typ () 1y (1) =8 Ty (0) pyr (a)la] . (14e)

We now describe how to conduct the decomposition described above for given val-
ues, in t = fo, 1, of (i) p, 0, and w; (ii) {L¢ (A) /Lt (A1) }; (i) {¢T (A, x,0)} for an ar-
bitrary constant ¢; and (iv) {tx (x) /Tar (x1) } for all x € {A,x,0}. Given (i) — (iv),
we construct {7y, (A, x,0)} and {(wy, (A) Ly, (A)) /(wy, (A1) Ly, (A1)) } using equations
(4), (5), and (14a). Given (ii) we construct {L (1) /L (A1) } and given (iv) we construct
{# (x) /Tty (x1) } forall x € {A,«,0}. Using these, we conduct each exercise as follows.
Details are provided in the Appendix.

Labor composition. To quantify the direct impact of changes in labor composition, we
set T (A), T (x), T, (0), fi (¢), and 4 (k) all equal to one for each A, x, o, impose 7 LA _

La)
% for all A, and use equations (9)-(13) to solve for changes in relative wages, as

summarized by Lemma 1 in the Appendix.

Labor productivity. To quantify the direct impact of changes in labor productivity, we set
L (A), Tk (x), Ty (), i (¢), and § (k) all equal to one for each A, x, o, impose Ty (A) /Ty (A1)
(ta (A) /Ta ()\1))1/ ? for all A, and use equations (9)-(13) to solve for changes in relative
wages, as summarized by Lemma 2 in the Appendix.

Capital productivity. While both {Ty (x)} and {4 (x)} shape capital productivity, we
cannot separately recover {Ty (x)} and {4 (x)} from {% (x)} without additional data.

However, changes in relative wages depend on { T (x) } and {4 () } only through % =
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N
Te(&) ( 4(x) \ Ta . . . .
<—TK (5) <4(K1)> ) for all x. Hence, to quantify the direct impact of changes in labor

productivity, we set L. (1), Ty (A), T (¢), and 7 (¢) all equal to one for each A, x, o, impose
(o) (400 /=) (2

q(x1) e (1)

Tolr) )1 ’ for each x, and use equations (9)-(13) to solve for
changes in relative wages, as summarized by Lemma 2 in the Appendix. As long as we
are not interested in separating the effects of changes in the cost of producing equipment,
{4 ()}, from changes in the productivity of using equipment, {T; (x) }, our estimates of
{1« (x)} are sufficient to conduct this exercise.

Task shifters. As in the capital productivity exercise, we cannot separate {1, (¢')} and
{fi (o)} from {1, ()} without additional data. Nevertheless, we can quantify the direct
impact of changes in task shifters by setting L (), Ty (A), T, (x), and 4 (k) all equal to
one for each A, x, 0, and using equations (9)-(13) to solve for changes in relative wages
for given {f, (¢')} and for given changes in incomes accruing in each task, {{ (¢)}, as
summarized by Lemma 4 in the Appendix. Whereas changes in the relative importance of
tasks in the production of the unique final good, {i (¢)}, and changes in the productivity
of tasks, {Tg (0) }, have different implications for changes in task prices, their combined
effects on relative wages is summarized in {#, (¢)} and {{(¢)}. Hence, estimates of
{%s (0)} and {{ (o) } are sufficient to quantify the direct impact of changes in task shifters.

We summarize our previous discussion in the following proposition.

Proposition 2. Given p, 0, a, and—for t = to,t—{L¢ (A) /Lt (A1) }, {97 (A, x,0)} for an ar-
bitrary constant  # 0, and {Ty (x) /Tt (x1) } forall x € {A,x, o'}, equations (9)-(13) provide
an algorithm to solve for the direct contributions, between to and t1, of (i) {L (1)}, (ii) {Ta (1)},
(iii) {Ty (0) } and {fi (¢)}, and (iv) {T (x)} and {4 (x)}.

5 Connecting model and data

In our baseline exercises, we map tasks in the model to occupations in the data (in Ap-
pendix E we conduct our decomposition mapping tasks in the model to sectors in the
data). We aggregate up to twenty occupations.'® See Table 11 in Appendix B for a list of
these occupations.

In what follows, we describe how we map our model to data in order to perform
the decomposition described in Section 4. We first outline our main data sources. Next,

we describe our model parameterization. Some parameters are assigned and some are

18While we could map tasks in the model to (occupation, sector) pairs, in practice the data would become
sparse (unless we reduced the number of occupations or sectors), in the sense that there would be many
(A, x,0) and t for which 7; (A, x,0) = 0.
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estimated. We then summarize two features of our parameterization that are a key input
for our decomposition: comparative advantage and changes in task shifters and labor

and capital productivities.

5.1 Data

Our primary data sources are the October CPS Supplement (October Supplement) and
the March Current Population Survey (March CPS). We restrict our sample by dropping
workers who are younger than 17 years old, do not report positive (paid) hours worked,
or are self-employed.!” Here we briery describe our use of these sources; we provide
further details in Appendix B.

March CPS. The March CPS provides measures of the prior year’s annual earnings, weeks
worked, and hours worked per week over our timeframe. We use the March CPS to form
a sample—for each worker type—of hours worked and income. Our measure of labor
composition, {L; (A)}, is hours worked within each labor type A, and our measure of
the average (hourly) wage, {w; (1)}, is total labor income in the previous year divided by
total hours worked within each A. See Appendix B for our treatment of top-coded income.
In addition to the two genders, we group workers into three age categories—16-30, 31-
43, and 44 and older—and five education categories—high school dropouts (HSD), high
school graduates (HSG), some college (SMC), completed college (CLG), and graduate
training (GTC)—yielding a total of thirty labor types.”’ Because we use questions in the
March CPS that refer to the previous year, year t's March CPS refers to year t — 1. To
create labor composition and average wages for year t, we average the March CPS for

years t, t +1, and t 4 2 to reduce measurement error.

October Supplement. In 1984, 1989, 1993, 1997, and 2003, the October Supplement asked
respondents whether they “have direct or hands on use of computers at work,” “directly
use a computer at work,” or “use a computer at/for his/her/your main job.” Using a
computer at work refers only to “direct” or “hands on” use of a computer with typewriter
like keyboards, whether a personal computer, laptop, mini computer, or mainframe. In

this sense, ours is a narrow measure of computerization.

90ur results are robust to including the self-employed (and measuring income with the sum of labor,
business, and farm income).

200ur quantitative results on the sources of changes in aggregate measures of between-group inequality
are largely robust to further aggregating labor types. For instance, we obtain similar results for the skill
premium (or the gender premium) with only two labor types: college educated and non-college educated
workers (or men and women). Of course, at this level of aggregation we cannot speak to changes in more
disaggregated measures of between-group inequality.
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1984 1989 1993 1997 2003

All 267 385 482 519 569
Gender Men 229 327 422 454 509
Women | 32.0 461 558 602 643

Age 16-30 262 358 43.0 463 488
31-43 309 438 529 556 599
44 + 224 35.0 475 528 599

Education HSD 526 738 105 126 155
HSG 21.1 304 358 377 407
SMC 348 481 558 58.6 59.6
CLG 450 616 728 781 841
GTC 454 613 749 818 889

Table 1: The probability of using a computer, weighted by hours worked
HSD: high school dropout; HSG: high school graduate; SMC: some college; CLG: college; GTC: graduate training

Table 1 summarizes the fraction of workers using a computer at work for several cate-
gories of workers (weighted by hours) for each year of the October Supplement. There are
a few things to note. First, the share of workers using computers rises over time. Second,
the share of women using computers is higher than the share of men in each year. Finally,
across almost every education category and year, more educated workers are more likely
to use computers than less educated workers, and the gap is substantial across all com-
parisons except between those with college degrees and graduate training. All of these
results are robust to conditioning on occupation of employment with one exception. The
gap between genders becomes significantly smaller when we control for occupation; in
practice, women are employed disproportionately in occupations in which computers are
used more intensively by all workers.

Given that the October Supplement only provides information on the use of one form
of capital equipment (computers), we focus on the case in which there are two types of
equipment: x; = computers and xp = other equipment. In our baseline model in which
a worker uses exactly one type of equipment, we construct 7t; (A, x, ) for k = computers
as hours worked in occupation ¢ by those in labor type A who respond that they use a
computer at work relative to total hours worked by labor type A in period t. Similarly,
we construct 71; (A, k2, 0) as the hours worked in occupation ¢ by type A workers who
respond that they do not use a computer at work relative to total hours worked by labor
type A.

Constructing 7 (A, x,0) as we do introduces two issues. First, at the individual level
our computer-use variable takes only two values: zero or one. In practice, a worker

may use a computer during some, but not all of her workday. Ideally, we would want
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to allocate each worker’s hours across equipment using more disaggregated data. The
2006 German Qualification and Working Conditions survey circumvents this issue by asking
“How much of your total work time do you spend on computers?” Using this German
data, we constructed 7t; (A, k1, 0) as the hours worked in occupation ¢ using computers
by those in labor type A relative to total hours worked by labor type A and 71; (A, k2, 0) as
the hours worked in occupation ¢ not using computers by those in labor type A relative to
total hours worked by labor type A;*! doing so, we found similar patterns of comparative
advantage as in the U.S. data. Second, we are not using any information on the alloca-
tion of non-computer capital equipment. In the version of our model in which tasks are
mapped to sectors in the data (see Appendix E) we can further compare our model’s im-
plications to U.S. data we do not use in the estimation. Specifically, the BEA reports data
on the allocation of capital (aggregated across all workers) to sectors. We show in Ap-
pendix E that the model’s implied allocation of computer and non-computer equipment
across sectors matches the allocation that is observed in the data quite well.

5.2 Parameterization

Proposition 2 lists the parameters that we require to conduct our decomposition. As de-
scribed above, we take {L; (A) /L¢ (A1) } for t = to, t; directly from the data. In this sec-
tion we discuss how we assign values to the parameters p, 0, and « and how we estimate
the values of the remaining parameters. Finally, combining the parameterization and the-
ory, we show which components of our decomposition depend on observed changes in
wages and which do not.

5.2.1 Assigned parameters

We assign the values of p, 8, and a as follows. In our baseline decomposition we set the
elasticity of substitution between tasks, p, to 1. In our robustness section we show that
whereas lowering p to 0.5 or raising it to 2 only modestly affects the importance of the
combination of changes in task shifters and capital productivity relative to the importance
of labor productivity, it does affect the importance of changes in task shifters relative to
capital productivity. The parameter a determines the share of payments to equipment.
When p = 1, one can show analytically that the value of « € (0,1) does not impact any of
our decompositions. In our robustness section, where we consider alternative values of

p, we set & = 0.24, consistent with the estimates in Burstein et al. (2013). The parameter 6

2IDiNardo and Pischke (1997) is perhaps the best known paper using this survey. We discuss their
critique of Krueger (1993) below.
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determines the dispersion of idiosyncratic productivity draws. As discussed in Lagakos
and Waugh (2013) and Hsieh et al. (2013), the dispersion of wages across workers within
a labor group A who have chosen the same allocation (in our case the pair x, ) obeys
a Frechet distribution with shape parameter 6. In our baseline we set § = 3.1, which
is in the mid-range of the estimates in Hsieh et al. (2013). In the robustness section, we

consider a range of alternative values for 0.

5.2.2 Estimated parameters

In what follows we provide an overview of how we identify {¢T (A, x,0) } for an arbitrary
constant i and { Ty (x) /Tt (x1) } forall x € {A,x,0} and all t (where t =1984, 1989, 1993,
1999, and 2003) using allocation and wage data. Specifically, we estimate 1,444 parame-
ters: nangny —1 = 1,199 time-invariant parameters {7 (A, k,0)}, (np — 1) x 5 years =
29 x 5 parameters {Ty; (A) /Tyt (A1)}, (nx — 1) x5 = 5 parameters {7yt () /Tt (k1) }, and
(ny —1) x5 =19 x 5 parameters {1t (0) /Tt (01) }. We do so using 5,995 observations:
(np — 1) x5 =29 x 5 relative wage observations and (np x (ngny —1)) x5=1,170 x5
allocation observations. We provide details in Appendix C.

Our estimation procedure accounts for possible error in our observed measurement
of {w¢ (A)} and {m: (A, x,0)}: {w] (A)} and {7} (A, x,0)}. The error terms {13; (A, x,0)}
and {ip (A)} are due to sampling error:

(A k,0) = (A k,0) 0 (A ko) forall (A, x,0) and ¢ (15)
w; (A) = w(A) 1 (A) forall A and .

This sampling error may be due to the individual-specific structural error e—which in-
duces workers to choose different tasks and equipment and to earn different wages—and
to possible misreporting of equipment type, task, and wages by each worker. Because the
error terms i1 (A, x,0) and iy (A) are averages of errors affecting individual observations,
they become arbitrarily close to one as the number of individuals sampled within each
A goes to infinity. This implies that our estimates described below are consistent for the
true parameter values as the sample size per-A goes to infinity.??

Our estimation involves three steps. In the first step we estimate the parameters that
determine comparative advantage, {{7 (A, x,0)}. In the second step we estimate equip-
ment productivity and task shifters for each year, {7y (k) /Tt (1) } and {tot () / Tot (07) }.2

22We have between roughly 46,000 and 54,000 workers in the October Supplement. With 30 labor types,
this implies an average of about 1,700 observations per-A in each year.
23 Although step two does not require output from step one, it is pedagogically useful to separate them.
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In the final step we estimate labor productivity for each year, {7); (1) /Tat (A1)}, using the

estimates from steps one and two.

Step 1: Comparative advantage. Equations (14a)-(14e) give us

log T (A, x,0) Zlogn (A, x,0) (16)

T3
for all A, x,0. That is, given the definition of 7 (A, «x,0) and 7 (x) for x € {A,x, 0}, the
log of T (A, x,0) is simply equal to the average across time of the log of 7 (A, k,0); see
Appendix C. Equations (4) and (5) give the following relationship between t; (A, x, o),

wages, and allocations,
Tt ()\/ K, U) = ,Y*th (/\)9 Tt (/\/ K, (7') . (17)

In Appendix C we show that combining equations (15), (16), and (17) we obtain a consis-
tent estimator of {7 (A,x,0)}, where ¢ = +?.

Step 2: Equipment productivity and task shifters. All else equal, a high value of 7t (k) / Tt (k1)—

which corresponds either to a low relative rental rate for x or a high relative productivity
of using k—induces a large share of workers to use x. Hence, we might expect to identify
a high value of 7y () /Tt (1) if the share of workers using « is large. However, this intu-
ition is incomplete. There are two other reasons this share may be large. First, there might
be a large share of employment in tasks in which x has a comparative advantage. Second,
there might be a large supply of workers who have a comparative advantage using x.

Our theory implies a clear strategy to identify 7 (k) /Tt (k1) that overcomes both of
these concerns. Specifically, equation (14a) gives us

log—*! (x) Zlo 0) TN 5, 0) (18)
Tt (K1) nany W Ax,o )Tt (A, %1,0)

Hence, we identify a high value of 7 (k) /Tt (1) in a given period if the share of workers
using x within worker type and task pairs (A, o) is relatively large. We estimate task fixed

effects in a similar manner. Specifically, we use

log Tot (0) Zlog ,0) T(A, K, 01)

19
Tot (071) nAnKAK ) i (Ax,01) 49

and identify a large value of 7, (0) /Tt (07) in a given period if the share of workers
employed in o within worker type and equipment pairs (A, k) is relatively large. In Ap-
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pendix C we use the previous expressions, together with equations (15), (16), and (17) to
obtain consistent estimators of { T (k) /Tt (1) } and {Tot (0) /Tot (07) }-

Step 3: Labor productivity. All else equal, a higher value of Ty; (1) /Tx¢ (A1) raises the
relative wage of A. However, as in step 2, observing a higher relative wage for A does
not necessarily imply a higher relative value of 7); (A1) for two reasons. First, A workers
would earn relatively more if the tasks in which they have a comparative advantage had
a larger task shifter, 75+ (¢). Second, they would earn relatively more if the equipment
with which they have a comparative advantage were relatively more productive, Ty (k).
Again, our theory implies a clear strategy to identify Ty; (A) /Ty (A1). Equations (5) and
(14a) give us

Tt (A) — 91 wt (L) 1 Yoo Tt (K) Tt (0) T (A, %, 0)

log &4~ .
BT M) 8w (h) BTy T () Tt (07) T (Aq, K, 07

(20)
Equation (20) identifies relative worker productivities to exactly match relative wages,
controlling for worker comparative advantage, equipment productivities, and task shifters.
In Appendix C we show that the previous expression, together with equations (15), (16),
and (17) and the consistent estimates of {7t (¢) /To¢ (1) } and {7t (k) /Tt (k1) } yield a
consistent estimator of {Ty; (A) /Ty (A1) }.**

Equations (16), (18), and (19) assume that 71;(A, k, o) is larger than 0 for every time
period t and every triplet (A, x, o). In the data, there are 902 71; (A, x, o) observations (out
of 5850) that are zeros.? If 71; (A, x,0) = 0 for all t, then—consistent with the model—we
set T (A, x,0) = 0. The sample averages in equations (18) and (19) (and analogously for
equation (16) when not all 7t; (A, x,0) = 0) are computed using data on only the positive

(A, x, 0).20

5.2.3 The role of data on wage changes in the decomposition

How do observed relative wage changes between ty and ¢; shape the results of our de-
composition? Here we show that, given the estimation strategy introduced in the previ-

ous section, observed changes in relative wages between periods ty and ¢; do not directly

24 Appendix C also describes an alternative strategy for estimating T); (1) /Ty (A1) without exactly
matching relative wages. Using this alternative approach yields similar results in our decomposition.

BIn particular, the fraction of observations that are equal to 0 in the data are roughly: 18% for 1984, 15%
in 1989 and 1997, 16% in 1993, and 11% in 2003.

26For robustness, we have redone our estimation and decomposition using a higher degree of worker-
level aggregation. For instance, with only five worker types—the five education levels—the number of
zero values becomes minimal. The results we obtain under this aggregated definition of worker types are
similar to those obtained in our baseline, suggesting that missing values are not important for generating
our results.
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affect the strength of the labor composition, capital productivity, or task shifters compo-
nents of our decomposition. This is in contrast to the labor productivity component, since
{Tar (A) /Tat (A1) } is chosen as a residual to match relative wages in every period.

The labor composition component of our decomposition is clearly independent of
wages in period t1, since the only data from period t; that enters the algorithm in Lemma
1is {Ly (A)}, which we assume is exogenous. Our capital productivity component is
also independent of wages in period t;, since the only data from period #; that enters
the algorithm in Lemma 3 is {fx (k) /1« (k1) }, and our estimate of {7, (k) /T, (k') } is
independent of wages in period t;, as shown in Appendix C. Finally, according to the al-
gorithm presented in Lemma 4, our task shifters component requires { tot, (0°) /Tot, (07) },
which is independent of wages in period t; as shown in Appendix C, as well as the share
of total labor income in each task in period t1, but does not depend directly on wages in
period t;.

Since changes in wages are not an input in the algorithms to determine the direct
contributions of these components, there is no a priori reason to believe that the labor
composition, task shifter, or capital productivity exercises should play an important role
in explaining either the qualitative or quantitative pattern of relative wages over time.
The opposite, however, is true of the labor productivity component, since relative labor

productivities are estimated to match relative wages.

5.3 Estimation results

By design our estimation procedure exactly matches relative wages in every period. The
correlation between the model’s implied {7t; (A, k,0)} and the {7; (A, x,0)} in the data
is 0.97, 0.98, 0.99, 0.99, and 0.98 in 1984, 1989, 1993, 1997, and 2003 respectively. In the
remainder of this section we present summary statistics describing our estimated param-

eters.

5.3.1 Patterns of comparative advantage

Our estimation procedure recovers estimates of the comparative advantage parameters,
{7t (A, x,0)}, without imposing any functional form restrictions on how these vary across
(A, x,0). Solely for the purpose of summarizing the data, we project our estimated val-
ues of {7 (A, «x,0)} onto some observable characteristics of workers and tasks as well as
their corresponding interaction terms. We restrict 7 (A, x,0) = T (A, 0) T (A, k) T (x,0)—
in which case comparative advantage between (i) workers and equipment is common
across tasks, (ii) workers and tasks is common across equipment, and (iii) equipment
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and tasks is common across workers. Specifically, we impose

ny ng

1 o
T (A K, 0) = exp (Z; Z;ﬁini (A) X; (0’)) exp (Z; Bri () X; (A)) exp (Z; Boj (k) X; (0)) (21)

i=1j= i= i=
where {X(A)} > 0and {X(c)} > 0 are vectors of 1, and n, worker and task characteris-
tics described below (which are distinct from the number of worker types, 11,5, and tasks,
ny); B = (B11, .- Puyn, ) is a vector with nyn, elements; and B (k) = (Ba1 (x), .., Ban, ()
and By (k) = (Bo1 (k) , ..., Bon, (x)) are vectors with n) and n, elements, respectively,
where there is one , (x) and one B, (x) for each type of equipment «.

The vectors B, B, (x), and B, (k) summarize comparative advantage. According to
equation (21), B;; > 0 implies that a high value of worker characteristic i (e.g., education)
is relatively more productive when employed in a task characterized by a high value
of characteristic j (e.g., the importance of analyzing data and information). Relatedly,
Bari (k) — Bri (k) > 0 implies that a high value of worker characteristic i (e.g., education)
is relatively more productive when using equipment « (e.g. computers) than x’ (e.g. non-
computers). Finally, B,j (k) — Boj (') > 0 implies that equipment « (e.g. computers)
relative to «’ (e.g. non-computers) is relatively more productive in tasks characterized by
a high value of characteristic j (e.g., the importance of repeating the same task).

We include three worker characteristics, constructed using the March CPS: age, gen-
der, and education. We measure age and education in years, as the average within A
across all t (e.g. college graduates have 16 years of education). Gender is an indicator
function that equals one if A corresponds to a female labor type. We use seven task char-
acteristics, which we measure by merging job task requirements from O*NET to their
corresponding Census occupation classifications, following Acemoglu and Autor (2011).
We provide details in Appendix B. We use the following 7 O*NET scales, each of which
is between zero and ten: (i) Analyzing data/information; (ii) Thinking creatively; (iii)
Guiding, directing, and motivating subordinates; (iv) Importance of repeating the same
tasks; (v) Pace determined by speed of equipment; (vi) Manual dexterity; and (vii) So-

cial perceptiveness.?’”

Table 11 in Appendix B lists these scales for each of the twenty
occupations.

In Appendix C we show how to estimate f, B (x), and By (k). Here we use these
estimates to summarize patterns of comparative advantage. Table 2 lists the parameter

vectors B, (k) and By (k) as well as the components of 5 that refer to worker characteristic

27To provide some context for these scales, Acemoglu and Autor (2011) incorporate (i) and (ii) into their
measure of “Non-routine cognitive: Analytical,” (iii) into “Non-routine cognitive: Interpersonal,” (iv) into
“Routine cognitive,” (v) into “Routine manual,” and (vi) into “Non-routine manual physical.”
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X (M) Br (k1) — Ba (k2) | X (0) Bo (k1) — Bo (K2)  Beducation ]

Age -0.003 Analyzing data/information 0.135 0.247¢

Female 0.261° Thinking creatively 0.536" 0.054

Education 0.317° Guiding, directing, motivating 0.050 -0.125¢
Importance of repetition 0.556" -0.100°
Pace determined equipment -0.425% -0.034
Manual dexterity -0.663" -0.096"
Social Perceptiveness -0.672° 0.081

Table 2: Comparative advantage

a and b denote significance at the 99% and 95% levels, where standard errors are robust to heteroskedasticity

i = education. This table highlights four important results. First, each year of additional
education raises productivity in computer relative to non-computer equipment. Given
two workers of the same age and gender employed in the same occupation and with the
same idiosyncratic component of productivity, the one with a college degree (16 years of
education) is about exp (0.317 x 4/6) = 1.51 times more productive with computers (rel-
ative to non-computer equipment) than the one with a high school degree (12 years of ed-
ucation). Second, whereas females have a comparative advantage using computers, this
comparative advantage is weak, in the sense that a female is about exp (0.261/6) = 1.09
times more productive than an otherwise identical male using computers relative to non-
computer equipment. Third, computers are relatively productive in tasks in which rep-
etition (as suggested by results in Autor and Dorn (2013)) and thinking creatively are
relatively important and relatively unproductive in tasks in which the pace is determined
by equipment and in which manual dexterity and social perceptiveness are relatively im-
portant. Finally, more educated workers have a comparative advantage in tasks in which
analyzing data/information is relatively important and have a comparative disadvantage
in tasks in which guiding, directing, and motivating subordinates, repetition, and manual

dexterity are relatively important.

5.3.2 Changes in task shifters, labor productivities, equipment productivities

Table 3 summarizes changes in capital equipment productivity. The relative productivity
of computer capital rises between each pair of years in our sample. This rise in the model
corresponds with the extraordinarily large increase in the quantity and decrease in the
price of computer equipment relative to all other capital equipment and relative to struc-
tures capital measured by the BEA (which we do not use in the estimation), as described
in the introduction.

Table 3 also summarizes changes in worker productivity. We aggregate up from thirty
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| 84-89 8993 93-97 97-03 | 84-03

Capital

K1/ ‘ 054 046 009 027 ‘ 1.36
Education

HSG/HSD | -0.01 0.00 -0.01 -0.01 | -0.01
SMC/HSD | 0.01 -0.04 0.00 -0.03 | -0.02
CLG/HSD | 0.07 0.08 0.02 0.08 | 0.26
GTC/HSD | 0.09 035 004 013 | 0.63

Table 3: Changes over time in log relative capital and labor productivities.
HSD: high school dropout; HSG: high school graduate; SMC: some college; CLG: college; GTC: graduate training

labor groups to five education groups and display changes in productivity of each group
relative to the lowest education group: high school dropouts. Note that over the full
sample, changes in worker productivity are non-monotonic—intermediate education lev-
els become relatively less productive than both low and high education levels—and this
non-monotonicity is driven by changes occurring after 1989.

As discussed above, estimated task shifters are shaped in general both by estimated

{%, (¢)} and estimated changes in incomes across tasks, {{ (¢)}. As shown in Lemma
80) [ (o) D(A-a)/0

{(o1) <f0(01)> '

that when the aggregate production function is Cobb Douglas, p = 1, only changes

4 in Appendix A, in general task shifters are given by Note
in preference parameters, {ji (¢)}, matter for the task shifter counterfactuals on wages;
and these changes are fully summarized by estimated changes in incomes across tasks
{{(0) /(1) }.2® Regressing {{ () /C(01)} between 1984 and 2003—reported in Ta-
ble 11 in Appendix D—separately on each of the seven task characteristics derived from
O*NET and discussed above yields three significant coefficients (each is significant at the
1% level). Occupations in which the pace is particularly determined by equipment and in
which manual dexterity is particularly important (occupations in which educated work-
ers have a comparative disadvantage according to Table 2) shrank whereas occupations
in which social perceptiveness is particularly important (occupations in which women
have a comparative advantage) grew. Hence, we find that task shifters rose in tasks in
which educated workers and women have a comparative advantage relative to in tasks

in which they have a comparative disadvantage.

2When p = 1, changes in task-level productivities, T, (), are irrelevant for relative wages because task
prices and productivities adjust proportionately.
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Labor  Task  Labor Capital
Data comp. shifters prod. prod.
84-89 | 0.068 -0.025 0.042 0.019  0.030
89-93 | 0.078 -0.021  0.027 0.045 0.025
93-97 | 0.016 -0.009 0.013  0.007  0.005
97-03 | 0.050 -0.028 0.036  0.030  0.013
84-03 | 0.209 -0.084  0.119 0.099 0.067

Table 4: Decomposing changes in the log skill premium

6 Results

Combining our parameterization and theory, we now turn to the results of our decompo-

sition exercises.

Skill premium. We begin by decomposing changes in the composition-adjusted skill
premium between each pair of consecutive years and over the full sample, displayed in
Table 4. The first column reports the change in the data, which is also the change predicted
by the model when all changes (in labor composition, task shifters, labor productivity,
and capital productivity) are simultaneously considered. The subsequent four columns
summarize the change in the skill premium predicted by the model for each component
of the decomposition separately. While the sum of changes in the skill premium predicted
by the four components need not sum to the total predicted change in the skill premium
due to interactions, in practice the difference is very small.

Over the full sample, between 1984 and 2003, the combination of changes in capital
productivity and task shifters explain the majority of the rise in the skill premium; see
the final row of Table 4. The capital productivity component alone accounts for roughly
32% of the rise in the skill premium (0.32 ~ 0.067/0.209) and roughly 24% of the sum
of the forces pushing the skill premium upwards (0.24 ~ 0.067/(0.119 + 0.099 + 0.067)).
Over sub-periods, changes in capital productivity are particularly important in generat-
ing changes in the skill premium over 1984-1989 and 1989-1993.% These are precisely the
years in which the overall share of workers using computers rose most rapidly; see Table
1. We obtain the result that computerization has substantially increased the U.S. skill pre-
mium because we find: (i) strong education-computer comparative advantage (see Table
2), (ii) a substantial share of workers using computers (see Table 1), and (iii) large growth

in computer usage within worker-task pairs (see Table 3).%

2Because we adjust the weighting of labor groups within college educated and non-college educated
workers for each set of years considered, the sum of the columns for the sub-periods need not equal the
value over the full sample.

30DiNardo and Pischke (1997) critique Krueger (1993) by showing that pencils can explain wage premia
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Labor  Task  Labor Capital
Data comp. shifters prod. prod.
HSG/HSD | 0.040 -0.029 0.049 -0.010 0.036
SMC/HSD | 0.081 -0.061 0.101 -0.025 0.071
CLG/HSD | 0207 -0.109  0.162  0.047  0.107
GTC/HSD | 0.338 -0.137 0203 0.152  0.111

Table 5: Decomposing changes in log relative wages between education groups: 1984-2003
HSD: high school dropout; HSG: high school graduate; SMC: some college; CLG: college; GTC: graduate training

The task shifter component accounts for roughly 57% of the rise in the skill premium
and 42% of the sum of the forces pushing the skill premium upwards over the full sample.
We obtain the result that task shifters have substantially increased the U.S. skill premium
because we find: (7) strong education-occupation comparative advantage, (ii) a substan-
tial share of workers in the expanding or contracting occupations, and (ii7) large changes
in task shifters.

Whereas the relative importance of changes in capital productivity and task shifters
depends on our assigned value of p, as we describe in Section 7, the conclusion that the
combination of changes in capital productivity and task shifters explains the majority of
the rise in the skill premium is robust. Perhaps surprisingly, of the mechanisms pushing
the skill premium upwards over the full sample, the one mechanism that was estimated
to match observed relative wages (and, therefore, changes in relative wages), labor pro-
ductivity, only accounts for roughly 47% of the rise in the skill premium and roughly 35%
of the sum of the forces pushing the skill premium upwards.

Disaggregated groups. Table 5 decomposes changes in between-education-group wage
inequality at a higher level of disaggregation, comparing changes in composition-adjusted
average wages across the five education groups over the full sample, 1984-2003. The re-
sults reported in Table 4 are robust: the labor productivity component is not particularly
important for explaining the rise in between education-group inequality even at this more
disaggregated level. It either pushes the relative wage of education groups in the wrong
direction or accounts for a relatively small share of the forces increasing the relative wage
of more educated workers.

as well as computers. Their critique does not apply here for two reasons. First, our approach is fundamen-
tally different from Krueger (1993). Instead of using the October Supplement to regress wages on computer
usage, we use it to identify comparative advantage. Second, in order for pencils to drive changes in wages
(as we find computers do), we would have to find (7) strong worker-pencil comparative advantage (identi-
fied within occupations), (i) a large share of workers using pencils, and (iii) extremely large and systematic
changes in pencil usage within worker-task pairs over time. Given the extraordinary decline (rise) over time
in the relative price (quantity) of computer equipment compared to all other equipment and structures, this
is not a reasonable concern.
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However, Table 5 demonstrates that, over the full sample, the impact of changes in
labor productivity on relative wages across education groups are U-shaped: they decrease
wages of intermediate education groups relative to the least educated group and relative
to the most educated groups. Table 3 provides the intuition for this result: labor produc-
tivity was estimated to rise in the extreme education groups relative to the intermediate
ones. Hence, whereas changes in labor productivity are not the most important force
driving the rise in between-education group inequality, at a disaggregated level they do
play an important role: they generate “between-group wage polarization,” a between-
group version of a feature of changes in wage distributions in a number of countries over
the last few decades; see e.g. Autor et al. (2008) and Goos et al. (2009).

To further document this result, Figure 1 plots a cubic fit of the log change in average
hourly wages between 1989-2003 for the 15 male labor types against the log of the average
hourly wage in 1989. Even with only 15 labor types, we observe the wage polarization
that others have documented in the full (and especially male) income distribution follow-
ing 1988 in the U.S.; see e.g. Autor et al. (2008) and Acemoglu and Autor (2011). This
tigure also plots the log change in average hourly wages between 1989-2003 predicted
by the model from the combination of the labor composition, task shifter, and capital
productivity components. These changes do not generate wage polarization, either indi-
vidually or when combined. Instead, wage polarization is accounted for by changes in

labor productivity, as shown in Figure 1.3!

Gender wage gap. Between 1984 and 2003 the log change in the composition adjusted
gender wage gap (the average wage of males relative to females) in the data was -0.137.
According to our decomposition, the rise in female labor supply increased the gender
wage gap by 0.028 log points, task shifters decreased it by -0.072 log points, labor pro-
ductivity decreased it by -0.085 log points, and capital productivity decreased it by -0.001
log points. These numbers highlight two important results. First, the combination of
changes in capital productivity and task shifters explain almost half of the decline in the
gender wage gap between 1984 and 2003; together they account for roughly 46% of the
forces decreasing the gender wage gap. Second, capital productivity has almost no effect
on the gender wage gap in spite of the fact that women are substantially more likely to
use a computer at work than men, as shown in Table 1. As we show in Section 7.1, it
is crucially important for this final result that we estimate worker-computer comparative

advantage using allocations to computers within occupations rather than at the aggregate

31 A similar conclusion emerges from the other periods in which we observe wage polarization in the
data, when we use a quadratic rather than cubic fit, and if we match tasks in the model to sectors in the
data.
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Figure 1: Cubic fit of the log change in average hourly wages between 1989-2003 (relative
to the lowest wage group in 1989) plotted against log average hourly wages in 1989.

level, because much of the difference in computer usage across genders is accounted for
by differences in the occupations to which men and women are allocated rather than by

differences in computer usage within occupations.

7 Robustness and sensitivity analysis

In this section we consider three types of sensitivity exercises. First, we illustrate the
importance of all three types of comparative advantage by turning some of them off.
Second, we allow for changes in comparative advantage over time. Finally, we perform
sensitivity to different values of p and 0.

7.1 Sources of comparative advantage

Our model features three types of comparative advantage: (i) between labor and equip-
ment, (i) between equipment and tasks, and (iii) between labor and tasks. To demonstrate
the importance of including each of these various sources of comparative advantage, we
perform two exercises. First, we abstract from comparative advantage related to equip-
ment, i.e. (i) and (ii). To do so, we impose in our estimation that 7 (A, x1,0) = T (A, xp,0)

for all (A, o). This is equivalent, in terms of the model’s implications for changes in rel-

30



Skill premium Gender gap
Labor  Task  Labor Capital | Labor = Task  Labor Capital
comp. shifters prod. prod. | comp. shifters prod. prod.

Baseline -0.084 0.119  0.099  0.067 | 0.028 -0.072 -0.085 -0.001
Only labor-equipment CA 0 0 0.042  0.167 0 0 -0.079  -0.058
Only labor-task CA -0.090 0.134  0.156 0 0.029  -0.059 -0.101 0

Table 6: Decomposing changes in the log skill premium and log gender gap under differ-
ent assumptions on comparative advantage: 1984-2003

ative wages, to assuming that there a single equipment good. Second, we abstract from
comparative advantage related to tasks, i.e. (ii) and (iii), imposing in our estimation that
T(Ax,0;)) = T(A,k,01) for all (A, x) and all i = 2,..,ny. This is equivalent—again in
terms of changes in relative wages—to assuming that there is a single task. Table 6 re-
ports our baseline decomposition between 1984-2003 both for the skill premium (in the
left panel) and the gender wage gap (in the right panel) as well as the decompositions un-
der the restriction that there is comparative advantage only between labor and equipment
and only between labor and tasks.

Abstracting from any comparative advantage at the level of tasks (i.e. assuming away
worker-task and equipment-task comparative advantage) has two effects. First, it implies
that the labor composition and task shifters components of our decomposition go to zero.
This affects the labor productivity component, since changes in labor productivity are a
residual to match changes in relative wages. For instance, since the sum of the labor com-
position and task shifters components pushes the skill premium up, this implies that—
holding fixed the importance of the capital productivity component—the strength of the
labor productivity component must rise in the skill premium decomposition. Second, it
implies that direct comparative advantage is the only force giving rise to the allocation of
worker types to equipment types. This affects the inferred strength of worker-equipment
comparative advantage, and therefore affects both the capital and labor productivity com-
ponents of the decomposition. For instance, since we found in our baseline exercise that
educated workers use computers relatively more than non-computer equipment both be-
cause of direct and indirect comparative advantage, abstracting from any comparative
advantage at the level of tasks magnifies the strength of worker-equipment comparative
advantage and increases the impact of the capital productivity component in the skill
premium decomposition, thereby reducing the impact of the labor productivity compo-
nent. Table 6 confirms this intuition: the strength of the capital productivity component
in accounting for changes in the skill premium becomes much stronger in the absence of
any comparative advantage at the level of tasks, so much so that the labor productivity
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component becomes weaker. Abstracting from any comparative advantage at the level of
tasks, we would incorrectly conclude that almost all of the rise in the skill premium (80%)
has been driven by changes in relative equipment productivities. Similarly, because we
would infer that women have a strong comparative advantage with computers in the
absence of worker-task or equipment-task comparative advantage, we would therefore
incorrectly conclude that changes in capital productivity played a central role in reducing
the gender gap.

Abstracting from any comparative advantage at the level of equipment has similar
effects. First, it implies that the capital productivity component of our decomposition
goes to zero. Hence—holding fixed the importance of the labor composition and task
shifters components—the absolute value of the labor productivity component must be-
come larger in the skill premium decomposition. Second, it implies that the only force
generating the allocation of worker types to tasks is direct comparative advantage. Since
we found in our baseline exercise that educated workers are employed in expanding tasks
both because of direct and indirect comparative advantage, abstracting from any compar-
ative advantage at the level of equipment magnifies the strength of this direct compara-
tive advantage in the skill premium decomposition. Table 6 shows that abstracting from
any comparative advantage at the level of equipment magnifies the importance of labor
productivity in explaining the rise of the skill premium.

In summary, abstracting from any comparative advantage at the level of either tasks
or equipment has a large impact on the decomposition of changes in between-group in-
equality. It does so first by forcing changes in labor productivity to absorb the impact of
the missing component(s) and second by changing the inferred strength of the remaining

source of comparative advantage.

7.2 Changing comparative advantage over time

In our baseline model we imposed that the only time-varying components of productivity
are multiplicatively separable between labor components, equipment components, and
task components. The benefit of this assumption is that it allowed us to conduct a decom-
position with four components; its cost is that it restricted comparative advantage to be
fixed over time and determined solely by T (A, k, o). In practice, over time some worker
types may have become relatively more productive in some tasks or using some types
of equipment, and some equipment types may have become relatively more productive
in some tasks. Here we generalize our baseline model to incorporate such changes over

time and show that our results remain largely unchanged.
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Labor  Task  Labor Capital Labor- Labor- Capital-
Changes in CA comp. shifters prod. prod. task  capital task
None (baseline) -0.084  0.119 0.099  0.067 - - -
Labor-capital (case 1) | -0.081 0.119 - - - 0.166 -
Labor-task (case 2) -0.072 - - 0.073 0.212 - -
Capital-task (case 3) -0.078 - 0.096 - - - 0.197

Table 7: Decomposing changes in the log skill premium allowing comparative advantage
to evolve over time: 1984-2003

Specifically, we consider separately three extensions to our baseline model:*?

Tot (0) Tagt (A, k) T (A, x,0) casel
Ti (A, x,0) = Tyt (k) Tagt (A, 0) T (A, x,0)  case 2
Tat (A) Tot (k,0) T (A, x,0) case 3

In case 1, we allow for worker-equipment comparative advantage to change over time;
in case 2, we allow for worker-task comparative advantage to change over time; and
in case 3, we allow for equipment-task comparative advantage to change over time. In
Appendix F we show how to decompose changes in between-group inequality into labor
composition, task shifter, and labor-equipment components in case 1 and how to estimate
the relevant transformed parameters. Details for cases 2 and 3 are available upon request.
Table 7 reports our results decomposing changes in the skill premium between 1984 and
2003 in our baseline exercise as well as in cases 1, 2, and 3.

The intuition for why our results are largely unchanged is straightforward in cases 1
and 2. In each case (including case 3) our measure of changes in labor composition as
well as the algorithm for conducting the labor composition decomposition are exactly the
same as in our baseline model. The only change to the labor composition component is
to the estimated values of factor allocations in the base period, {7, (A, x,0)}, which are
inputs in the algorithm. While relaxing our assumption on {T; (A, x,0)} does improve
our estimates of these allocations, the improvement is small because our baseline esti-
mates of {71; (A, x,0)} matched the data reasonably well. Hence, the labor composition
component of our baseline decomposition is robust. Similarly, our measures of changes
in task productivity in case 1 and of changes in equipment productivity in case 2 as well
as the algorithm for conducting the task productivity decomposition in case 1 and the

321f we allow for the most general form of changes in comparative advantage, { Tyx (A, %, )}, then we
could only decompose changes in between-group inequality into changes in the composition of the labor
force and changes in overall productivity.
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equipment productivity decomposition in case 2 are exactly the same as in our baseline
model. Again, the only change in calculating these components is to the estimated val-
ues of factor allocation in the base period. Since these changes are small in practice, the
impact of changes in task productivity in case 1 and equipment productivity in case 2 are
very similar to the impacts in our baseline decomposition. Finally, since the sum of all
four or three components of our decomposition (in the baseline model or the extensions
considered here, respectively) closely match the change in the data in each measure of
between-group inequality, we know that the sum of the labor productivity and equip-
ment productivity components in our baseline must closely match the labor-equipment
component in case 1; similarly, the sum of the labor productivity and task productivity
components in our baseline must closely match the labor-task component in case 2.

Note that the robustness of our baseline exercise to changes in comparative advantage
over time is not a general result that must apply to other time periods or countries. It
requires that the estimated values of factor allocations in the base period are not substan-
tially and systematically affected by allowing for changes in interactions over time.

7.3 Alternative parameter values

In this section we vary 6 and p—recall that our decomposition results are independent
of the value of « € (0,1) given our baseline value p = 1—and report the implications
of these alternative values for our decomposition. We focus on changes only in the skill
premium and only over the full sample.

Alternative values for 6. A higher value of 6 corresponds to less dispersion in idiosyn-
cratic productivities, ¢, and—as shown in equation (12)—increases the elasticity of worker
allocation, 7, with respect to changes in prices, rental rates, and productivities. Hence, the
same change in underlying primitives yields smaller changes in average wages. Accord-
ingly, a higher values of 6 will reduce the impact of changes in labor composition, task
shifters, and capital productivity on relative wages. In response, changes in labor pro-
ductivity must contribute more to the rise in between-education group inequality, since
{Tat (A) /Tar (A1) } is estimated to match relative wages.

Table 8 confirms this intuition. The middle row of the table replicates our baseline
results. We consider two extreme values of 6, 8 = 2 and 6 = 4, in addition to two alterna-
tive values that are consistent with estimates from Hsieh et al. (2013), 0 = 2.9 and 6 = 3.3.
Table 8 demonstrates that our baseline result—that the combination of changes in task
shifters and capital productivity explains the majority of the rise in between-education
group inequality—is robust to alternative values of 6 within the range of 2 < 6 < 4. At
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Labor  Task  Labor Capital
value of 6 | comp. shifters prod. prod.

=2 -0.119  0.162 0.063 0.093
=29 -0.089  0.125 0.094 0.071
=31 -0.084  0.119 0.099 0.067
=233 -0.080  0.114 0.104 0.064
=4 -0.068  0.098 0.117  0.055

Table 8: Decomposing changes in the skill premium for alternative values of 8: 1984-2003

6 = 2 labor productivity explains only 20% of the forces increasing the skill premium
between 1984 and 2003 whereas at 0 = 4 it explains a much larger share, but continues
to explain less of the rise in the skill premium (43%) than the combination of task shifters
and capital productivity.

Alternative values for p. p is the elasticity of substitution across tasks in the aggregate
production function. The impact of p on the effect of changes in labor composition is
straightforward. An increase in the relative supply of a given worker type tends to de-
press the prices of the tasks in which that worker type has a comparative advantage, thus
decreasing that worker type’s relative wage and the relative wages of workers who have
similar patterns of comparative advantage across tasks. The larger is p, the less responsive
are relative task prices and the weaker is this effect. The impact of p on the direct effect of
changes in capital productivity is related, and was discussed in Section 3.4: a larger value
of p raises the impact, in response to changes in capital productivity, of changes in rental
rates relative to task prices.

The intuition for the impact of p on task shifters is more complicated. Between 1984
and 2003, we observe (i) an increase in income in skill-intensive occupations (those oc-
cupations in which educated workers are disproportionately allocated) and (ii) changes
in labor composition and capital productivity that tend to decrease the relative prices of
these occupations. If p is low, (ii) generates a large reduction in income in skill-intensive
tasks. Hence, to match (i), a lower value of p requires larger task shifters in favor of
skill-intensive tasks. Mechanically, our estimates of {%, (¢) /1, (¢) }, which are lower for
skill-intensive occupations, are independent of p. Since what matters for the impact of

{() (fto )WWW ?

task shifters is ton) \%on)
task shifters in skill-intensive occupations.

for all o, a lower value of p is similar to increasing
Table 9 confirms this intuition. The middle row of the left panel replicates our baseline

results. The left panel of Table 9 provides our decomposition results, in our baseline
specification, for three values of p = {1/2,1,2}, and shows that our result—that the
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CA fixed over time Changing capital-task CA
Labor  Task  Labor Capital | Labor Capital- Labor
value of p | comp. shifters prod. prod. | comp. task prod.
p=1/2 -0.102  0.158  0.092  0.047 | -0.094  0.222 0.089
p=1 -0.084 0119  0.099 0.067 | -0.078 0197  -0.120
p=2 -0.062 0070 0108  0.091 | -0.058  0.166 0.104

Table 9: Decomposing changes in the skill premium for alternative values of p: 1984-2003

combination of changes in task shifters and capital productivity explains the majority of
the rise in between-education group inequality—is robust to alternative values of p within
this range. Specifically, the the combination of these two components explains between
roughly 60% (when p = 2) and 69% (when p = 1/2) of the sum of the forces pushing
the skill premium upwards. However, the relative importance of task shifters and capital
productivity changes dramatically as we vary p from 1/2 to 2. At p = 1/2 task shifters
are the dominant force explaining changes in the skill premium whereas at p = 2 capital
productivity is relatively more important.

Our extension in Section 7.2 in which CA between capital and tasks changes over time,
case 3, provides an even clearer way of showing that the combination of changes in task
shifters and capital productivity explains the majority of the rise in between-education
group inequality for a wide range of values of p. In this extension, the capital and task
components of the decomposition are combined into a single term. These results are
shown in the right panel of Table 9. In this case, the capital-task component explains
between roughly 61% (when p = 2) and 71% (when p = 1/2) of the sum of the forces
pushing the skill premium upwards.

8 International trade

Our theoretical and quantitative analyses have focused on a closed economy. In this sec-
tion we extend our model to incorporate and quantify the impact of international trade
on inequality. We assume that consumption and investment goods are traded whereas
we abstract from trade in tasks (given the lack of data on trade in occupational out-
put). Hence, in this section international trade only affects relative wages through relative

prices of capital equipment goods and, therefore, equipment rental rates.
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8.1 Environment and equilibrium

Environment. We denote countries by 7. The final good is produced combining domesti-
cally performed tasks, as in equation (1). The output of this final good is used to produce
country n’s consumption good and country n’s capital goods, satisfying the resource con-
straint given by

Elnt( +Z¢7nt )

Country n’s consumption is a CES aggregator over consumption goods from all source

17(C)
n(C )c 7(C)-1
C”t - Ecznt ’

where C;, ; > 0 is consumption in country n of country i’s good at time ¢. World market

countries,

clearing in consumption goods requires
C) =) duit (C) Cui
i

where d,;;(C) > 1 is the iceberg trade cost for consumption goods from source coun-
try n to destination country i at time t. Similarly, country n’s investment in x is a CES

aggregator over investment goods from all source countries,

1(x)

;7(;{)71 (k) -1
In t Z Im t 70%)

where [;;, ; (k) > 0is country n’s investment in country i’s k¥ good at time . World market

clearing in investment x goods requires

det mt )

where dy;;(x) > 1 is the iceberg trade cost for investment good x. Finally, the law of

motion for capital x is

K1 (k) = (1= depn (1)) Kt () + Lt (x)

and utility of the representative household is given by Y ;> ;¢ (Cpt). We assume that
there are no intra-national trade costs: dyu: (C) = duu (k) = 1 for all n,t, and x. Note

that this model reduces to our baseline model when countries are in autarky: d,;; (C) =
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dyit (k) = oo forall n # i, t, and «.

Equilibrium in changes. Relative to the baseline closed-economy model summarized by
equations (9)-(13), the only change is to equation (13). Along a balanced growth path, we
now have

P (1) = Py (1) = 8 () 1OV B ()

and

pnn (K/) Yn (K/) .

denotes expenditure on domestic investment good « rel-

P (x) ?n (x)

— Pnn,t(K)Inn,t(K)
Y Pin,t (K)Iin,t(K)
ative to total expenditure on investment good x in country n (the “domestic absorption

Here syt (k)

share”), P;, ; (x) denotes the price of country i’s investment good in country 7 (inclusive of
trade costs), and P, (x) denotes the price of the aggregate investment good « in country n
(a CES aggregator of P;, ; (x) across i). The domestic absorption share is determined in the
world general equilibrium. If country n’s trade costs are set to infinity (i.e. dj; s (.) = o
for i # n), then syu: (.) = 1. In the counterfactual exercises described below, we con-
sider either changing trade costs to infinity or matching observed changes over time in
Sun,t (k). Therefore, we do not need to specify conditions on trade balance or solve for the
equilibrium determination of s, (x) in the world general equilibrium. Combining the

two previous equations, we obtain

- X (22)

Because task markets are autarkic, trade only affects relative wages through its impact on
relative capital prices. Hence, given relative capital prices in country n, the equilibrium
allocation of factors and relative wages in country n are determined exactly as in our
baseline model.

The result that the effects of trade on allocations and prices can be summarized by
changes in domestic absorption shares, $,, (), and the gravity elasticity, # (x) — 1, holds
across a wide range of quantitative trade models; see Arkolakis et al. (2012). We assume
an Armington trade model only for expositional simplicity.

With international trade in tasks, from which we have abstracted, trade would also
potentially explain a portion of the task shifter component of our decomposition. Because
the impact on relative wages of changes in task shifters is large in our decomposition, this
suggests that the role of trade on wages through this channel could be substantial.
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8.2 Counterfactual exercises

In this section we show how to connect our extended model to the data, provide two
results that allow us to conduct counterfactuals, and quantify the impact of international

trade on relative wages in the United States.

Connecting model to data. Because the equilibrium allocation of factors and relative
wages are determined exactly as in our baseline model, for given rental rates and task
prices, our estimating equations and procedure are unchanged relative to the baseline
model. Whereas the definitions of all estimated parameters is the same as in the base-
line model, changes in estimated capital productivities { % (k) /%y (1) } now capture
changes in domestic technologies as in our baseline model as well as changes in all in-
ternational technologies, factor supplies, and trade costs, as summarized by changes in

domestic absorption shares $,,;, (x),

R N i
b (2) _ T (2) (q” (K2)>M Sun (1) 1OV TUN T (23)
i_n,K (Kl) Tn,K (Kl) én (Kl) a (Kz)l/(’?(Kz)*l)

Counterfactuals. We use our framework to conduct two counterfactual exercises quanti-

tying the impact of international trade on relative wages through its impact on the relative
price of capital equipment. In the first counterfactual we hold all parameters in country n
tixed and increase trade costs between country n and its trade partners such that country
n moves to autarky. This counterfactual quantifies the impact on wages in country # if
it were to move to autarky at time t, holding all of country n’s parameters fixed, which

we denote by zi);f,t (A). The counterfactual change in the wage of A workers relative to

A
n,t

equation (22) and is summarized by the following proposition.

A workers is @2, (A) / zf);:‘,t (A'). Conducting this counterfactual is straightforward given

Proposition 3. {@;, (A) /@7, (A1) } is the solution to equations (9)-(12) and (22) with T (A, x,07) =
LA =n(0) =4 (x) =1forall A,x,0 and Sy () = Spns ()L

This proposition follows trivially from the fact that changes in trade costs that move
country 1 to autarky cause absorption shares for each « to rise from s, ¢ () to 1, so that
8un () = Syt (k) 1. The effect on relative wages of moving to autarky depends on 7 ()
and sy, ¢ (x). Intuitively, a high value of s, ¢ () implies a small effect of moving to au-
tarky on the price of «, since country 7 is not importing a large share of its investment in «.
A lower elasticity of substitution, # (x), so that the domestic investment good « is a poor

substitute for the imported variety, magnifies the impact of a given change in s, ¢ (k).
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Whereas Proposition 3 provides a simple approach to quantify the impact on relative
wages of moving country n to autarky, it does not directly shed light on the impact of
international trade on inequality between two time periods ¢y and t;. Our second coun-
terfactual does. It answers the following question: What are the differential effects of
changes in primitives (i.e. worldwide technologies, endowments, and trade costs) be-
tween periods tg and ¢; on wages in country n, relative to the effects of the same changes
in primitives if country n were a closed economy? Answering this question seems diffi-
cult, because our estimation procedure does not recover all changes in country n’s primi-
tives (e.g. trade costs, foreign technologies, or endowments). Nevertheless, we can apply

Proposition 3 to answer this question, as described in the following corollary.>?

Corollary 1. The differential effects of changes in primitives between periods ty and t1 on relative
wages in country n, relative to the effects of the same changes in primitives if country n were a
Wk (V) /@i (M)

@ (V) [, (V)

According to Corollary 1, we can quantify the effects on wages between periods ty and

closed economy, are given by

t1 of international trade in country n following the same procedure described above, using
only observed domestic absorption shares at time ty and ¢;, rather than (unobserved)
changes in primitives.

Results. Given our previous estimation, to conduct our counterfactuals we need only
to assign values to 77 (k) and s,y ¢ (k) for the United States in 1984 and 2003. We impose
7 (k1) = n(xz) and set 57 (k) —1 = 4.5 to match a trade elasticity of 4.5 estimated in
the equipment sector by Parro (2013). We calculate sy, (k) for the U.S. as sy, (k) =
Fro ducg;iiji:; f’%’;c(;g;fiz ())T};tn(;())r - obtaining Production, Export, and Import data for x =
k1, %2 using the OECD’s STAN STructural ANalysis Database (STAN), equating x; in

the model to industry 30 (Office, Accounting, and Computing Machinery) and «; in the

model to industries 29-33 less 30 (Machinery and Equipment less Office, Accounting, and
Computing Machinery) and 34-35 (Transport Equipment). We obtain similar domestic
absorption shares in «1, s, 84 (k1) = 0.796, and «y, sy, 84 (k2) = 0.830, in 1984. Whereas
both domestic absorption shares fall between 1984 and 2003, the reduction in s, (k1) is
much larger. In 2003 we obtain s, o3 (k1) = 0.256 and s,,,, 03 (k2) = 0.650.

33To understand this result, define wy, (A; @y, @*,d;) to be the average wage of worker type A in
country n given that country n parameters are ®;, parameters in the rest of the world are @}, and the
full matrix of world trade costs are d;. Define d2, to be an alternative matrix of world trade costs in

which country n’s trade costs are infinite (d;;, = oo for all i # n). We are interested in calculating
Wy (A;q)r/,@:,,dt/) Wn ()\;(bf,1¢?/ld;?’t/> . . ..
{ on (V01,01 = VN . The result in Corollary 1 follows directly from Proposition 3 because

wy (A9, PF ) [AA

-1 , .
on ooty = [P (A)] " for any time period.
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Year | HSG/HSD SMC/HSD CLG/HSD GTC/HSD | Skill premium
p

84 -0.000 -0.000 -0.001 -0.001 -0.001
03 -0.009 -0.018 -0.024 -0.025 -0.014

Table 10: The impact on log relative wages of moving to autarky in 1984 and 2003

Table 10 reports the effect on log relative wages of moving to autarky in 1984 and 2003.
The impact in 1984 is small, roughly a 0.1 percentage point decrease in the skill premium
and correspondingly small changes in more disaggregated measures. The impact in 2003
is an order of magnitude larger than in 1984. Moving from 2003 to autarky generates a
1.4 percentage point reduction in the skill premium and a 2.5 percentage point reduction
in the relative wage of the most educated to the least educated group.

How important was trade in generating relative wage changes between 1984 and
2003? To answer this question, Corollary 1 states that we can simply difference the 2003
and 1984 results presented in Table 10. If the U.S. were in autarky between 1984 and 2003
but otherwise experienced the same changes in primitives, the U.S. skill premium would
have risen by 1.3 percentage points less than it did over this time period. This accounts
for about 19% of the total impact of changes in capital productivity displayed in Table 4.

9 Conclusions

In this paper we provide a framework with multiple worker types, equipment types,
and tasks to decompose changes in aggregated and disaggregated measures of between-
group inequality into changes in (i) the composition of the workforce across labor types,
(ii) the importance of different tasks, (iii) the extent of computerization, and (iv) other
labor-specific productivities. The model features three forms of comparative advantage:
between worker types and equipment, worker types and tasks, and equipment and tasks.
We parameterize the model to match observed factor allocation and wages in the United
States between 1984 and 2003 and show that the combination of changes in computer-
ization and the relative importance of tasks explain the majority of the rise in the skill
premium and the rise in inequality across more disaggregated education types as well as
almost half the fall in the gender wage gap.

In spite of its high dimensionality, our framework remains empirically tractable, lend-
ing itself to a variety of extensions and applications. For instance, we extend the model
to incorporate trade in consumption and capital goods and show that international trade
accounts for about one fifth of the impact of computerization on the skill premium in the
United States. It would be interesting to extend the model to incorporate international
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trade in tasks. The challenge in implementing such an extension—when mapping tasks
in the model to occupations in the data, as we do here—is the lack of available data on
trade in tasks.

Our framework, estimation strategy, and decomposition algorithms could be used
more broadly in any country with sufficiently rich data on worker allocation to equipment
types and occupations (or sectors). For instance, in ongoing work, we study the evolution

of between-group inequality in Germany.
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A Proof of Proposition 2

Here we show how to conduct the decomposition between t = to,t; given (i) p, 8, and «; (ii)
{L¢ (A) /Le (M) }5 (iid) {7 (A, x,0)} for an arbitrary constant ; and (iv) {Tx (x) /Ta¢ (x1) } for
allx € {A,x,0}.

Given (i), (iii), and (iv) we construct {71y, (A, x,0)} and {wy, (A) /wy, (A1) } using equations
4), (5), and (14a) as
YT (A o) Sy Ty Ty

ZK’ o' lPT ()\, K/, 0'/) T/\t[) (/\) Tty (K’) Toty (0—/)

Taty (A1) Tty (51) Totg (01)

T, (A, 6, 0) =

and 1/6
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Given (ii) we construct ;j forall A, and given (iv) we construct
forany x € {A,x,0}.

Given (i) — (iv), we therefore have

wt Lt (/\)
Gt (o) _ ZAKW% (A%, 0)
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We conduct each exercise as follows, using the previously constructed variables.

Lemma 1. Given changes in labor supplies, { L (A) /L (A1) }, and values of{ % } and {7y, (A, x,0)},
0

changes in relative wages between to and t, generated by changes in labor supplies can be calculated using

wto LtO (/\)
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Lemma 1 follows directly.
wy (A) Ly, (A)
w; fOAl)L:E(/\l) } and

Lemma 2. Given changes in labor productivities, captured by {t) (A)}, and values of {
{m, (A, x,0)}, changes in relative wages between to and t1 generated by changes in labor productivities

can be calculated using
s 1/6
ALK, 0 }
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Lemma 2 follows directly.
Lemma 3. Given changes in capital productivities, captured by {1, (x)}, and values of {
and {7y, (A, x,0)}, changes in relative wages between to and ty generated by changes in capital productiv-

ities can be calculated using
9 1/6
D(A) { Yoo (7(0) /P (1)) (% (x) /3 (10) ) 710 (A, ,0) }
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Lemma 3 follows directly.
. . wto ()\)Lto ()\)
Lemma 4. Given changes in task shifters, captured by {t, () } and {{ (o) }, and values of { o O L ()
0 0

and {7y, (A, x,0)}, changes in relative wages between to and t1 generated by changes in task shifters can

be calculated using
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(7 () /P ()’ ,
Yo (B () /7 (01))" 71y (A, K/, 07)

(A x,0) =

where p (0) = ﬁ(a)llfaf"g (0).

Proof. Equation (10) and the definition of T, (¢) imply that between time ty and t1, T, (¢) and
fi (o) must satisfy the following condition:

o 1\ (p—1)(1—a)
filo)  (To(o1) (T (o) \? (o)
plon) (Tg (o) <%(, ((71)> ) (o) (24)

S

Setting L (1), Ty (1), Tk (x), and 4 (k) all equal to one for each A,«,c in equations (9)-(12) and
imposing condition (24), we obtain the system of equations in Lemma 4. O

B Data

Sample selection. We restrict our sample by dropping workers who are younger than 17 years
old, do not report positive (paid) hours worked, or are self-employed. To use the same sample in
our baseline quantification, in which we map tasks in the model to occupations in the data, and
in Section E, where we map tasks in the model to sectors in the data, we drop any worker whose

occupation or sector cannot be matched to our occupational or sectoral concordances.

Income. We combine the years t,t 4 1,¢ + 2 March CPS to obtain hours worked and income to
match to the year t October CPS. Following Katz and Murphy (1992), Autor et al. (2008), and
many others, we multiply top-coded earnings values by 1.5. Our measure of income is wage and
salary income.** The CPS changed how it reported wage and salary income during our sample.
Until the March 1987 survey, the March CPS reported total wage and salary income in a single
variable. However, starting in March 1988, the CPS reported separately primary and secondary
labor earnings. In this case, we first dealt with top coding of these two variables, and then summed
them together. The primary labor income variable is top-coded at 99,999 from 1988 through 1995;
at 150,000 from 1996 through 2002; and at 200,000 from 2003 through 2005. The secondary labor
income variable is top-coded at 99,000 from 1988 through 1995; at 25,000 from 1996 through 2002;
and at 35,000 from 2003 through 2005. Finally, the total salary and wage income variable was
top-coded at 75,000 in 1984 and at 99,999 in 1985 and 1986.

Occupational concordance. Our concordance of occupations across time in the CPS is based on
the concordance developed in Autor and Dorn (2013). Because we further aggregate their concor-
dance (detailed below), we are able to include in our concordance a number of occupations in the

2003 October CPS that must be dropped at a more disaggregated level.

34Qur results are robust to considering the combination of wage and salary income, business income,
and farm income.
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Table 11: Occupations, their characteristics, and task shifters (1984-2003)

Task Occupation characteristics
Occupations shifter | Data Create Guide Repeat Pace Dext. Social
Executive, administrative, managerial 1.00 | 545 541 6.13 495 177 180 7.42
Management related 094 | 580 479 470 573 159 186 6.63
Professional specialty 126 | 533 581 500 474 180 238 7.56
Technicians and related support 099 | 534 511 420 59 238 315 6.12
Financial sales and related 115 | 478 488 548 495 169 250 7.27
Retail sales 0.86 | 3.80 4.28 3.66 504 212 268 6.95
Administrative support 1.08 | 422 421 370 640 211 249 654
Housekeeping, cleaning, laundry 0.64 | 238 231 309 432 3.07 3.09 5.00
Protective service 079 | 463 451 494 6.09 198 346 7.14
Food preparation and service 110 | 322 378 407 462 272 375 6.60
Health service 1.17 | 3.54 421 3.55 510 203 323 7.9

Building, grounds cleaning, maintenance 0.76 | 280 3.89 3.55 404 279 385 5.78

Personal appearance, misc. personal care

and service, recreation and hospitality 090 | 3.60 558 408 498 179 386 751
Child care 070 | 289 552 412 358 137 285 7.76
Agricultural and mining 053 | 434 425 423 441 360 420 5.56
Mechanics and repairers 062 | 449 476 425 460 266 452 571
Construction trades 056 | 411 470 484 440 284 412 574
Precision production 077 | 432 489 514 518 429 3.68 595
Machine operators, assemblers, inspectors | 0.50 | 419 420 3.85 5.05 449 4.08 504
Transportation and material moving 074 | 374 395 3.65 488 364 4.02 5.80

Task shifter reports the change in task shifters between 1984 and 2003, evaluated at p = 1, and relative to the “Executive, admin-
istrative, managerial” occupation; Data: Analyzing data/information; Create: Thinking creatively; Guide: Guiding, directing, and
motivating subordinates; Repeat: Importance of repeating the same tasks; Pace: Pace determined by speed of equipment; Dext.:

Manual dexterity; Social: Social Perceptiveness.

We aggregate the occupational variable from Autor and Dorn (2013) (denoted “ad”) as follows:
(1) Executive, administrative, and managerial: 3 < ad < 22; (2) Management related: 23 < ad <
37; (3) Professional specialty: 43 < ad < 200; (4) Technicians and related support: 203 < ad < 235;
(5) Financial sales and related: 243 < ad < 258; (6) Retail sales: 274 < ad < 283; (7) Administrative
support: 303 < ad < 389; (8) Housekeeping, cleaning, laundry: 405 < ad < 408; (9) Protective
service: 415 < ad < 427; (10) Food preparation and service: 433 < ad < 444; (11) Health service:
445 < ad < 447; (12) Building, grounds cleaning, and maintenance: 448 < ad < 455; (13) Personal
appearance, misc. personal care and service, recreation and hospitality: 457 < ad < 467 and
469 < ad < 472; (14) Child care: ad = 468; (15) Agriculture and mining: 473 < ad < 498 and
614 < ad < 617; (16) Mechanics and repairers: 503 < ad < 549; (17) Construction: 558 < ad < 599;
(18) Precision production: 628 < ad < 699; (19) Machine operators, assemblers, and inspectors:
703 < ad < 799; (20) Transportation and material moving: 803 < ad < 889. See Table 11.
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C Estimation details

Here we explain in greater detail the estimation procedure in Section 5.2. As indicated in Propo-
sition 2, once we have assigned values to the parameters p, 6 and « (see Section 5.2.1), performing
the decomposition described in Section 4 only requires identifying and estimating: (a) the com-
parative advantage parameter matrix {7(A,x,0)} (up to an arbitrary scale parameter ¢); and, (b)
the relative productivities {7yt (x)/Txt(X0) } for x € A, x, 0 and for every ¢.

In order to estimate the different components of the {7;(A, x,0)} (see equation (14a)), we will
exclusively use data on {w(A)}, and {m;(A,«,0)}. For each A and period ¢, w;(A) denotes the
population average wage; however, our measure of w;(\) is based on a sample average computed
from a subset of a population of type A. The same is true for 71;(A, , ) for each triplet (A, k, o) and
t, which denotes the population average of a dummy variable taking value 1 whenever a worker
of type A uses x in .

Given that we use sample averages to approximate population averages, in our estimation
procedure, we allow for sampling error that generates differences between the unobserved popu-
lation means, w;(A) and 71;(A, x, o), and the observed sample averages, w; (A) and 7t (A, k, o). We
denote these errors as 11;(A, k,0) and 1p(A):

i (A x,0) = (A, x, 0) i (A, 0), V(A x,0), (25a)
wi (A) = wi(A)ir(A), VA (25b)

Given the Law of Large Numbers, for every t and (A, x, ), and for any real number ¢ > 0, it holds
that

P[|In(u(A, x,0))| > &] 2=, v (A, x,0), (262)
P[|In(i(1))] > &] 202 g, VA, (26b)

Lemma 5. Given equations (14a), (15), and (17) in the main text, and equation (25) and (26) in this
Appendix, we can define an estimator 6(A, x, o) such that, for every t, every (A, x, o), and any real number
¢ >0,

Nt(/\)%oo
—

p Hé(/\, x,0) —10t(A, K, 0)‘ > C} 0. (27)
Proof. For every (A, x,0), we define our estimator 6(A, x, ) as
1 T
In(6(A, x,0)) f; T (A, %, 0)). (28)

%Section 5.1 describes the sources of the data used to compute our measures of w;(A), and 71¢(A, x, 7).
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From equation (25), we can rewrite this expression as

T
In(6(A,x,0)) = % ;ln(wt()\)gm()\, K, 0) (A, 0) ()
1 ; 1 T 1 T
=7 ; ln(wt()\)f’m()\, K,0))+ T gln(tlt(/\, K,0))+ T ;ln(m()\)).

From equations (16) and (17), we can rewrite this expression in terms of T(A, x, o) as

—_
H

In(6(A, x,0)) = 0In(y) + = Zm (A, 0) +%fijMmJ»+z]Mmm»
t=1 =1

H

Therefore, from equation (26), we can conclude that

|

or, equivalently,

In(6(A, x,0)) — (61n(7) +

S C] N{(/\)—)OO 0,

Nt(/\)ﬁoo 0

p H(S(/\,K,U) — ’yeT()\,K,U')‘ > C}
]

Lemma 6. Given Lemma 5, equations (17), (18), (25a), and (26a), we can define an estimator 6, (x) such

that, for every t, every x, and any real number ¢ > 0,

> g] Nzee, . (29)
Proof. For every x, we define our estimator Oxt (1) as:

(30)

T (A, K O(A, K1, 0
In(dee (1)) = — 215 >*(A1).
ANy Ao ( /K U) nt( /Klla)

From equation (25a), we can rewrite this expression as:

1 (A, k,0) 6(A, K1, 0) n 1 Zln 11 (A, x, 0)

In(dxt(x)) = ——) In ’
(6xt(x)) 71/\”2;;,: S(A,x,0) (A k1, 0)  nang Y 1e(A, xq,0)

From equation (17), we can rewrite this expression as:

In(t(x)) = Zln )5(/\ ,0) 1 e mAke)
”A”E)ur (A k1,0)  nang 7 (A, x,0)
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From Lemma 1 and equation (26a), we conclude that

[l

and, using equation (18),

Zln ,0) T(A, k1,0)

In(xt
( nAnZ Ao / ) Tt(/\/ Kllo-)

S C:] Ni(Ax,0)—00 0,

In(6x¢(x)) —In ;:((71(1))

d

>§:| MO’

or, equivalently,

O]

Lemma 7. Given Lemma 5, equations (17), (19), (25a), and (26a), we can define an estimator é,(0) such

that, for every t, every o, and any real number ¢ > 0,

d

Proof. For every o, we define our estimator é(0) as:
y

Tgt(O')
TUt(‘Tl)

501} (0') —

> g] Nz . (31)

B 1 7'(;‘(/\,1(,0') (S()L,K,U'l)
D) = i B S0 T A

(32)

From equation (25a), we can rewrite this expression as:

In(d+(0)) = 1 Z nﬂt()\,K,U) O(A, K, 07) 1 In th(/\,x,(r)‘
nang 4% 6(Ax,0) (A x,00)  nang 0 (A, 01)

From equation (17), we can rewrite this expression as:

) (A, x,01) 1 In 11(A, x, 0)

In(é = ln + .
(o T nang ;:’ K,0) (A x,01)  nank 5 a(A K, 01)

From Lemma 1 and equation (26a), we conclude that

(0 (0)) — —-— Y 1n B K T 1)

P
nAnk 43 T(A,x,0) (A, K, 01)
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and, using equation (19),

0,

- C] Ni(A)—o0

or, equivalently,

O]

Lemma 8. Given Lemmas 1, 2, and 3, equations (17), (20), (25b) and (26b), we can define an estimator
0(A) such that, for every t, every A, and any real number ¢ > 0,

d

Proof. For every A, we define our estimator () as:

T/\t()\)
Tae(A1)

0. (33)

Oar(A) —

- C] Ni(A)—o0

wi (A)

ZK,(T 5Kt(K)50t ((7)5()&, K, ‘T)

In(dx¢(A)) = 61n W) In T 333, K, 0) (34)
From equation (25b), we can rewrite this expression as:
In(dx(A)) = 0ln ;U:((}t )) —1In 5:; i"gi?;{;g;f(s)é\(i';: (;,)> +01In ;22:((/\)\1))
From Lemmas 5, 6, and 7 and equation (26b), we conclude that
P [ In(31,(1)) — (10 2. _Lee TalT )AL ) )y ‘ > é} Nz,
wi (M) Yo Tt (K)ot () T(A1, 6, 07)
O

Lemma 9 provides an alternative estimate of 6,; (1), which we denote by 64/ (1), to the ver-

sion used in the baseline exercises.

Lemma 9. Given Lemma 5, equations (14a), (17), (25a), and (26a), we can define an estimator 64 (A)

such that, for every t, every A, and any real number ¢ > 0,

d

Proof. For every A, we define our estimator 54/ (1) as:

Tt (A)

Alt/ Ay
o) Tae (A1)

0. (35)

> C:| Nt(/\)ﬁoo

1 (A, 0) O(A,x,0)

Alt —
ln(é/\t (A)) - Ny Nk ; n (5()\,1(,0') 7-(?(()\1/1(/0-).

(36)
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From equation (25a), we can rewrite this expression as:

(' (1) =

Zln (A, k,0) 6(A,%,0)

1

N (A, x,0)

Nnyng oK

From equation (17), we can rewrite this expression as:

In ((SAlt

5(A,x,0) (A, K,0)

,0) 8(Aq,x,0)

1

nANK ; ui(A,x,0)°

k

n (A, x,0)

Zln )

lel’l[( oK

From Lemma 5 and equation (26a), we conclude that

T (A1, %, 0)

) (M, K, 0)

NANK oK

I Alt I
n(o4; ”2”1( Z n

|

and, using equation (14a) to obtain

Tat (/\

T (A1, K, 0)

(A, x,0)°

> C] Nt()x)%oo 0/

,0) T(A,%,0)

In

Zln

Tar (A1) nan A K

we, therefore, have

Tt (A)
Tt (A1)

Hl (641(A)) —In

or, equivalently,

T/\t()\)
Tar(A1)

S (A) —

d

,0) T (A, x,0)

O]

Corollary 2. Given Lemmas 5, 6, 7, 8, and 9 the estimators 5(A,x, ), 6x¢(A), 647 (A), Oxt (), and 65¢(0)

satisfy, for every t, every (A, «, o), and any real number > 0,

5\, x,0) v Ot(A, x,0)
(L) Tar(A)/ Tar (A1)
p S | = | (M) /ae (A1)
Ot (1) Tt () / Tt (1)
[\ dot(0) Tot(0) / Tot(01)

>¢

Ni(Ax,0)—00 0. (37)

Lemma 10. Given equation (28), it holds that 5(A,x,0)/6(A,x,01), and 6(A,x,0)/5(A, K1, 0), for all

(A, x,0), are independent of w; (A), for every A and every t.

Proof. Note that d(A,x,0)/6(A, k,01) is independent of wj (A), for every A and every ¢, if and only
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if In(6(A, x,0)) —In(6(A, x,01)) is independent of w} (A). From equation (28), note that

1 g 1g
In(6(A,x,0)) —In(é6(A,x,09)) = T Zln(w;‘(/\) F(Ax,0)) — 7 Z F(A K, 01))
t=1 t=1
1< i} 1< i
=7 Y In(rf (A, x,0)) — 7 Y In(mf (A, x,01)),

H.
Il
—_

t=1

and
In(6(A,%,0)) ~ (64, x1,0)) = = Y- In(a0f (1) (4, ,0)) — = Y- In(wf (A) 7 (A, 1, )
14, Ly tl
T Zln(m (A, x,0)) — T ;ln(nt (A, x1,0)).

O

Corollary 3. Given equations (30) and (32), and Lemma 10, the estimators é,;(x), and 64+ (), for every t,
every A and every x, are independent of the wage data and, therefore, also independent of the measurement

error in wages, ip;(A), for every A and every t.

D Comparative advantage in the data

Following Acemoglu and Autor (2011), we merge job task requirements from O*NET to their
corresponding Census occupation classifications. We hold ¢ characteristics fixed over time.

We are interested in task characteristics to the extent that they shape worker and equipment
comparative advantage across tasks. Hence, for our purposes the cleanest approach is to use di-
rectly a given number O*NET Work Activity and Work Context Importance scales, rather than
aggregate these up, as in Acemoglu and Autor (2011), to form composite measures. We use the
following 7 O*NET scales (with the O*NET code in parentheses): (i) Analyzing data/information
(4.A.2.a.4); (ii) Thinking creatively (4.A.2.b.2); (iii) Guiding, directing, and motivating subordi-
nates (4.A.4.b.4); (iv) Importance of repeating the same tasks (4.C.3.b.7); (v) Pace determined by
speed of equipment (4.C.3.d.3); (vi) Manual dexterity (1.A.2.a.2); and (vii) Social Perceptiveness
(2.B.1.a).

We normalize B,; (k2) = Byj (k2) = 1 for all i and j and estimate ,; () using variation in the

share of worker types within each task using «; relative to x;. According to equation (21), we have

e Dlog (T [ S8l ) =3 st (%50 - X,0).

TZZU

Whereas there are n) = 4 parameters and ny — 1 = 29 observations for a given A’, we estimate

this equation stacking observations for every possible A’ and adjust standard errors accordingly.
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We estimate f,; () symmetrically using

(Ax,o) [ T(AKr,0)\ | /
7210 < )LK;, )/T(A,K;/a/)>_jzzlﬁaj(K1) (X]((T)—X](O'))

Again, whereas there are n, = 7 parameters and ny — 1 = 19 observations for a given ¢/, we
estimate this equation stacking observations for every possible ¢’ and adjust standard errors ac-

cordingly. Finally, we estimate f;; using

o Ytog (Llers f TUARL) - 5§y () - X (0) (3 0) — @),

ng = i=1j=1

similarly.

E Mapping tasks to sectors rather than occupations

While our baseline estimation procedure uses data on the share of workers of each type and in
each occupation who report that they use computers, it does not use data on the allocation of
disaggregated capital equipment to occupations. Although imperfect, such data does exist at the
level of the sector (although not at the level of the occupation): the BEA reports detailed estimates
for private nonresidential fixed assets by detailed industry and by detailed asset type.*® In this
section we map tasks in the model to sectors in the data in order to compare the model’s implied
equipment allocation across sectors to the data. To facilitate this analysis, we use BEA industry
codes and aggregate up to to forty seven sectors.

Whereas mapping tasks to sectors in the data provides an opportunity to check that the model’s
implied equipment allocation across tasks is reasonable, there is a cost associated with mapping
tasks to sectors. Relative to occupations, sectors aggregate over jobs with disparate task require-
ments. This has strong implications for the results of our decomposition exercises that make us
more comfortable mapping tasks in the model to occupations in the data, as described in depth
below.

Our decomposition and parameterization approach is identical here to our baseline. Hence,
we simply report three key results: the extent to which the model’s implied equipment alloca-
tion across sectors matches that in the data as well as the decomposition of changes in the skill
premium and the gender gap over the full sample.

Capital equipment allocation across sectors. We construct the ratio of the share of the value of

%The BEA provides the following note associated with this data: “The Bureau of Economic Analysis
(BEA) does not publish these detailed estimates in the SURVEY OF CURRENT BUSINESS or in the standard
fixed asset tables because they are less reliable than the higher level aggregates in which they are included.
Compared to these aggregates, the more detailed estimates are more likely to be based on judgmental
trends, on trends in the higher level aggregate, or on less reliable source data.”
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Labor  Task  Labor Capital
Data  comp. shifters prod. prod.
Skill premium | 0.209 -0.034  0.044 0.086 0.117
Gender gap -0.137  0.019  -0.069 -0.052 -0.039

Table 12: Decomposing changes in the log skill premium and log gender gap when map-
ping tasks in the model to sectors in the data: 1984-2003

computers relative to the share of non-computer equipment allocated to sector o for each o both in
the data and model, and calculate the correlation between these ratios for each year in our sample.
Taking the median of this correlation across years, we obtain 0.58. Hence, in spite of the fact that
our estimation does not make use of data on the allocation of capital across sectors or occupations,
the model’s predictions line up reasonably well with the limited data that is available at the sector

level.

Decomposing changes in the skill premium and the gender gap. Table 12 displays our decom-
position results over the full sample for the skill premium and the gender gap when mapping
tasks in the model to sectors in the data. Changes in labor composition, task shifters, and la-
bor productivity generate smaller movements in between-group inequality than in our baseline,
whereas changes in capital productivity generate larger movements. The logic is straightforward,
and demonstrates the benefit of mapping tasks to occupations.

In practice, heterogeneity across jobs within a sector is much greater than within an occupa-
tion. This is true even though our occupations, of which we have 20, are more aggregated than
our sectors, of which we have 47. We infer weaker worker-task comparative advantage if, in the
data, employment across tasks is more similar for different worker types, as it is when we map
tasks to sectors. This implies that changes in task shifters and labor composition have smaller
effects on between-group inequality when we map tasks to sectors. On the other hand, mapping
tasks to sectors has the opposite effect on the importance of changes in capital productivity. As
an example, the large gap between men and women in their aggregate computer usage (see Ta-
ble 1) remains large when conditioning on sector of employment (within sectors, women tend to
work in jobs in which all workers are relatively more likely to use computers), whereas it becomes
significantly smaller when conditioning on occupation of employment.

In spite of these differences, our central results are largely robust: the combination of changes
task shifters and capital productivity play a central role in explaining the evolution of between-
education and between-gender group inequality, in spite of the fact that these changes are not

estimated off of changes in wages.

56



F Overview of changing comparative advantage
F1 Decomposition exercises
Here we show how to conduct our decomposition between ¢t = ¢y, t; in case 1, in which
Tt (A, k,0) = Tyt (0) Tagt (A, %) T (A, %, 0) . (38)

The algorithms in cases 2 and 3 can be derived similarly. Combining equations (3) and (38), we

obtain
T(A, %, 0) = TA (M) T (0) Tiak (A, ®) T(A, K, 0), (39)
where

i} i 0
T (A) = Tiax (A, re1)re (11) T
T Toae (A 261) 7 (57) 70

_ ) 0
Tis (0 )T«
TtU(U') — - f(T( )pt( ) - ,
[Ty—1 Tro(0)pr (o) ™=
- B 0
w = | T () TTiy Toax (A, k)r (k) 1
Tt/\K( ’K) - T —u —u 4
| TTi—q Tian (A 6)re (k) e Topge (A, 501 (161 ) e

0
. L »
t(Ax,0) = | T(A,x,0)(1 - a)ars HTt/,,<o—>py<a>1%Tt,m,x)rt,(x)”] .
t'=1

Note that Ty (A, k1) = 1 for all A and .

Suppose we have the following parameters: (i) p, 0, and «; (ii) {L; (A) /L¢ (A1) }; (iid) {7 (A, x,0)}
for an arbitrary constant ; and (iv) {1t (A) /Tae (M) }, {Tot (0) /Tt (1) }, and {Tiac (A, &) }. Given
(i), (iii), and (iv) we construct {71y, (A, k,0)} and {wy, (A) /wy, (A1) } using equations (4), (5), and
(39) as

)
9T (A5, 0) T 2y Thsy (A, X)

Yo YT ()L, x/, o'/) Tatg (M) Toty (o)

Tatg (M) Totg (1)

T, (A Kk, 0) =

T/\th (/\I K/)

and \ Tty (1) Tty (0) N 1/6
wiy (A) _ Y T (A6, 0) 005 2005 Taxt (A, K)
Wty (/\1) ZK’,O” IIJT ()\1/ K// OJ) Thxkty (/\1/7{/)
Given (ii) we construct tt((;\l)) = 2283 i:?&; for each A and given (iv) we construct ;f((;)) =
- - s K A/ . . .
;fll((xxl)) TT:?O((’?)) for each x € {A, 0} and T, (A, k) = ZK:) E Ag for each (A, x). Hence, given (i) — (iv),
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we therefore have
wto LtO (/\)

Cto (0') _ ZAK wiy (A1) Ly (M )7Tt0 (A' < U)
- Wy, L{ A 4
gto (0-1) 2/\/,7(/ th(?(()\]thg E/\l)) 7Tt0 (A// K,/ 01)
so that A (1) iy
n wy [ W(A)L(A) A
@) o) T ot (A x,0) S8k 7 (A, x,0)
5 - wy, Lf A (A t, A A
C(on) (o) Yo 7%? AlthEEM))n (M, x,0) 7w((A1;tEA1))7T(A’,K/,Ul)

We conduct each decomposition exercise in case 1 using the previously constructed variables.
The algorithms to conduct the labor composition and task-shifter components of the decompo-
sition in case 1 are exactly as in Lemmas 1 and 4, respectively. To conduct the labor-equipment

decomposition exercise, we use the following Lemma.

Lemma 11. Given changes in labor-equipment productivities, captured by { ;A((AAI)) } and { Tax(A.5) }, and

T)\K(/\,Kl)
values of {%} and {my, (A, x,0)}, changes in relative wages between to and t; generated by

changes in labor-equipment productivities can be calculated using

0 1/6
o) _ 2() [ T (p0) /5 (02))™F tael, )y (A1, 0)
D) BN | L (9(07) /P (01)) T BaelAa, €)1 (A, K, )

< p (o) )19 _ Zi, (1) Yok 75?“”%28% T, (A, K, 0) g]&) (A K, 0)

) e el (1,2, 0)

—~
=»
—~

Q
SN—
~
>
—~
S
SN—
~—
1]
=2
o
=
~~
\>-a
ke
S~—

(A K, 0)= 5

Lemma 11 follows directly.

E2 Estimation overview

Here we provide an overview—similar in structure to that provided in Section 5.2—of our estima-
tion procedure in case 1. We omit proofs of consistency given the similarity between the proofs
required in case 1 and in our baseline as well as a description of the estimation strategy in cases 2
and 3 given the similarity to case 1.

We assign 0, p, and « exactly as in our baseline. As in our baseline, our estimation involves
three steps. In the first step we estimate the parameters that determine comparative advantage,
{y7 (A, «,0)}. In the second step we estimate { ¢ (0') /7ot (01) } and {Tax (A, ) }. In the final step

we estimate {T)\t (A) / Tat (A1) } for each year, using the estimates from steps one and two.
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Step 1: Equation (39) gives us
log T (A, x,0) Zlog 7 (A, K, 0) (40)

for all A, , 0. Together with equation (17), we obtain an estimator of T (A, «, 7).

Step 2: Equations (4) and (39) give us

(A, Kk, 0) (A x,0)  T(o)T(A K, 0)

m(Ax,00)  w(A K0 To(on)T(A K, 01)

or, analogously,

log Tt (0) o < (A, x,0) T(A, K, (71)> .

Tt (07) (A, k,01) T(A, K, 0)

Aggregating across the different values of A and «, we obtain

log Tot(0) _ 1 Zlog ( (A, Kk, 0) T(A,K,al)) ’ 1)

(o)  mang Y (A, k,01) T(A, %, 0)

Equations (4) and (39) also give us

m(A ko) wAKe)  Ta(Ax)T(A K 0)

(A1, 0)  w(A K, 0)  Taa(Ax)T(A K, 0)

or, analogously,

(A, k,0) T(A, Kk1,0)
(A x,0) T(Ax,0)7

T/\Kt(/\/ K) -

given that 7\, (A, k1) = 1, for every A. Aggregating across the different values of ¢, we obtain

(A x,0) T(A,Kq,0)
log Tiax (A, ) —Zl (ﬂt(A 5, 0) T(A, %, ) > (42)

Step 3: Equations (5) and (39) give us

Tot(0)
log () 0log wr (A) —log Lo Tint (A ) i) T (A5, 0) . (43)
Tat (A1) wt (A1) Y o Taxt (A1, ) EZEZ;T (A1, 0")
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