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Abstract

Dewatripont and Tirole built an economic model about costly inter-
personal communication (2005). In this model, a sender tries to persuade
a receiver to accept a project. I extend it in 4 separate ways:

1) agents have social preferences;
2) the sender is uncertain about the receiver’s social preferences;
3) the sender may choose the kind of arguments he communicates;
4) both agents are uncertain about their revenue attached to the

project.

I show that for such a general setup, there are two types of communi-
cation differing in their objective.

On the one hand, the receiver may communicate to get a high qual-
ity project : he accepts the project if and only if he learns that it is of
high quality. The receiver’s communication objective is to increase his
probability of earning the revenue of a high quality project.

On the other hand, the receiver may communicate in order to avoid
getting a low quality project : he accepts the project unless he learns that
it is of low quality. The receiver’s communication objective is to decrease
his probability of earning the revenue of a low quality project.

1 Introduction

In the modes of communication model (Dewatripont and Tirole 2005), a sender
proposes a project to a receiver. If the receiver accepts the project, the sender
gets a positive payoff. However the receiver is uncertain about the quality of
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†Address: ECARES (Université Libre de Bruxelles), Avenue F.D. Roosevelt 50, CP139,

1050 Brussels, Belgium, e-mail: olivier.body@ulb.ac.be

1



the project prior to communication. The agents may therefore exert a costly
communication effort to resolve this uncertainty. There are 3 possible commu-
nication outcomes :
1) communication succeeds and the agents learn that the project is of high quality;

2) communication succeeds and the agents learn that the project is of low quality;

3) communication fails and the agents do not know whether the project is of high or

of low quality.

Consider for example that I am the sender and that I am presenting my
paper to you, the receiver. You might be a referee deciding whether or not to
recommend its publication. You might also be a reader choosing whether to
read further or to stop after this paragraph.

There are other economically more relevant examples: a stakeholder that
communicates to convince a politician to select a policy; a board of administra-
tors/retail investor that decides whether or not to follow the CEO’s/analyst’s
recommendation; a manager who chooses his communication strategy with his
workers; a consumer that reacts positively to or remains unconvinced by an
advertisement/public information campaign; a politician that chooses his level
of communication efforts in order to win over potential voters; an employer that
decides whether to hire a potential employee...

In this paper, I extend Dewatripont and Tirole’s model by introducing sep-
arately 4 features into the analysis:

1) Social preferences
In the examples cited, it is unlikely that people are exclusively motivated by

their material self-interest.
Communication raises the agents’ awareness that their payoffs are interde-

pendent.
Even if the primary objective of communication is to transmit information,

communication may also generate emotions (empathy, attraction, envy...) and
lead agents to judge one another. One’s opinion of the other person is either
positive or negative and may therefore involve social preferences.

Moreover, there is evidence in the psychological literature about the possible
effect of emotions (such as guilt, envy, compassion,...) on persuasion (e.g. Dil-
lar and Peck 2000, Nabi 2002). Our feelings, moods and emotions can influence
the agents’ evaluations of people and issues (Petty et al. 1988). Social/other-
regarding preferences (reciprocity, altruism...) and communication seem there-
fore interrelated.

2) Agents are uncertain about the other agent’s social preferences
Although people view self-interest as essential for motivating human behavior,

they view it as a more crucial motivator of others than of themselves (Pronin
2007).

3) The sender may choose the kind of arguments he communicates
The sender may not only choose the amount of information that he com-

municates, his effort, but also its nature. The sender can decide whether to
communicate about the positive aspects of the project or about the absence of
negative ones.
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4) Both agents are uncertain about their revenue attached to the project.

By extending Dewatripont and Tirole’s model (2005) to these 4 cases, the
main result of this paper is that there are two types/styles of communication
differing in their objective.

In Dewatripont and Tirole’s model, the receiver may only communicate to
get a high quality project : he accepts the project if and only if he knows that it
is of high quality (first communication outcome). Communication increases the
receiver’s probability of earning the revenue of a high quality project.

In this paper, the receiver may also communicate in order to avoid getting
a low quality project : he accepts the project unless he knows it is of low quality
(second communication outcome). In this case, the sender warns to some extent
the receiver against accepting a low quality project. Communication decreases
the receiver’s probability of earning the revenue of a low quality project.

In each of the 4 extensions, let me explain why the sender communicates
while the receiver accepts the project when communication fails:

1) The sender is willing to sacrifice to some extent his material payoff in
order to raise the receiver’s one.

2) The sender communicates because he is not certain about the receiver’s
communication objective; the sender does not know whether he is matched with
a receiver that will rubber-stamp his recommendation (accepting the project
without communication).

3) The sender communicates arguments about the negative aspects of the
project in order to decrease the probability of the receiver of facing a low quality
project. The sender’s objective is to convince the receiver to accept the project
when communication fails (third communication outcome). In this extension,
if communication fails, you do not know whether communication has failed
because the agents’ communication efforts were too low or because the project
is of high quality. Therefore the higher the communication efforts, the more
likely the project is of high quality when communication fails.

4) The sender communicates because he wants to learn his revenue attached
to the project.

The model initial setup is presented in the section 2.
In the 4 next sections, I extend the model in four separate ways in order to

show that there might be two styles of communication. In the third section, I
will also study the impact of social preferences on communication.

Finally, I present my concluding remarks in the last section.

2 Initial Setup

There are two parties : S, the sender, and R, the receiver. R is the decision
maker and has 2 choices: the status quo, yielding zero revenue for both agents
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and an action A that, if implemented, yields revenue s > 0 for S, but might lead
to a loss for R.

R’s revenue r from action A is either rH or rL, with rH > 0 > rL. Let α
denote the ex-ante (before communication) probability of rH , measuring thus
the riskiness of the project. It also represents the alignment of the 2 parties’
interests regarding action A: α ∈ (0, 1). If α is close to 1 (0), R’s and S’s
revenues are highly and positively (negatively) correlated.

To give an example, imagine from now on that this is a job market paper,
and that you are the receiver and that I am the sender. You are a professor that
decides whether to hire me, the candidate.

Based on my curriculum vitae, you estimate the probability that this is a
high quality paper. For example, if I come from a very good university, you
might think that α is quite high. You estimate before communication that hir-
ing me will increase the reputation of your research unit by an amount rH with
probability α and will decrease its value by an amount −rL with probability 1−α.

S has information that, if assimilated by R, tells the agents whether R’s
revenue for taking action A is high or low. Both agents have to choose a com-
munication effort: x for S and y for R. Both efforts are assumed to jointly
determine the probability p(x, y) that S’s information is properly assimilated by
R. Therefore, the information is hard with probability p and remains soft with
probability 1− p. To illustrate the results in the simplest manner, it is assumed
that p(x, y) = xy.

There are thus 3 possible outcomes of communication:
1) with a probability 1−xy, communication fails and the agents do not learn

the quality of the project, whether r = rH or rL;
2) with a probability α xy, communication succeeds and the agents learn

that the project is of high quality, r = rH ;
3) with a probability (1 − α)xy, communication succeeds and the agents

learn that the project is of low quality, r = rL.
Communication involves increasing and convex private costs CS(x) for S and

CR(y) for R, with ∂CS(1)
∂x = ∂CR(1)

∂y =∞; communication is thus subject to moral

hazard in teams (à la Holmström 1982). I assume that CS(x) and CR(y) are
continuous and differentiable on (0, 1) and I allow for potential communication
setup costs.

I have to spend time in preparing my presentation and in writing my paper.
Conversely, you have to pay attention, decode and challenge the strengths and
weaknesses of my paper.

Your time for analyzing and challenging my paper is costly. Similarly, writ-
ing my paper and preparing my presentation is time costly.

Concerning the timing of the different stages in the model, efforts are first
chosen simultaneously. The agents’ efforts and chance then determines whether
communication is successful. Finally, R chooses whether to take action A.
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3 Social Preferences

3.1 Setup

This section is built on the economic literature about social preferences. The
models about social preferences assume that economic agents may also be con-
cerned about the other agents’ payoffs (Charness and Rabin 2002).

The objective of this section is to provide insights into the impact of social
preferences on communication and not to compare the effects of various models
of social preferences. This is the same reasoning as Fehr et al. (2001) who
study the impact of fairness considerations on contractual choices; as Driscoll
and Holden (2002) who explain inflation persistence through social preferences;
or as Itoh (2004) who analyzes the optimal contract between a principal and an
agent in the presence of moral hazard and social preferences.

For tractability reasons, I use a very simple form of interdependent prefer-
ences where agents are either altruistic or spiteful/envious. S’s and R’s utility
functions are the following:

US =E(ΠS) + βSE(ΠR)

UR =E(ΠR) + βRE(ΠS)

E(ΠR) and E(ΠS) represent respectively R’s and S’s expected material payoffs.
I assume that R cares about S’s payoff and vice versa: the parameter βS (βR)
captures the extent to which S (R) takes R’s (S’s) expected material payoff into
consideration.

If βS (βR) is greater than 0, S (R) has altruistic concerns. If βS (βR) is lower
than 0, S (R) is envious.

These utility functions are comparable to the ones in the literature about
motivated agents (e.g. Besley and Ghatak 2005). A motivated agent perceives
intrinsic benefits from pursuing his principal’s pro-social mission.

On the one hand, I, the job-market candidate, may care positively about
your expected material payoff because I am a motivated agent. I may share to
some extent the pro-social goal of your research unit. This goal is to advance
knowledge, in this case by recruiting a high quality candidate.

On the other hand, you, the recruiting professor, might care positively about
my expected material payoff because you are a pro-social person caring about
young colleagues. Alternately, I might have been strongly recommended by a
friend of yours. Your decision whether to hire me may therefore affect your
relationship with your friend.

3.2 The players’ types of strategies and expected material
payoffs

S’s strategy consists of his level of effort x.
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In contrast, R’s strategy combines his level of effort, y, and his decision, z,
concerning action A for any possible communication outcome. The variable z
can take 8 values; only two of these values are relevant:

(1) z = A iff r = rH : R takes action A/accepts the project if and only if he
learns through communication that r = rH ;

(2) z = A unless r = rL: R takes action A unless he learns through commu-
nication that r = rL.

The classes of strategies playing another value of z are proven in appendix A
to be either strictly dominated or equivalent to a strategy playing either action
1 or 2.

The players’ expected material payoffs can therefore be of 2 types:

E(ΠR) =

{
xyαrH − CR(y) if z = A iff r = rH ;
αrH + (1− xy)(1− α)rL − CR(y) if z = A unless r = rL.

E(ΠS) =

{
xyαs− CS(x) if z = A iff r = rH ;
(1− xy(1− α))s− CS(x) if z = A unless r = rL.

When z = A iff r = rH , R [S] gets a revenue rH [s] if communication is
successful (with a probability xy) and if the project is of high quality (with a
probability α).

When z = A unless r = rL, R always takes the action A yielding a revenue
αrH + (1− α)rL [s] for R [S] unless R learns that the project is of low quality
(with a probability xy(1− α)).

3.3 The Results

3.3.1 2 Types of Equilibria involving communication

The purpose of this paper is to study the characteristics of the equilibria involv-
ing communication. Before doing so, note that there always exists an equilib-
rium with zero effort levels (x = y = 0) for every possible value of α (α ∈ (0, 1))
(proof: see appendix B).

There are two possible equilibria involving communication: the communi-
cating to get a high quality project and the communicating in order to avoid
getting a low quality project equilibria. The second equilibrium is the novelty of
this paper because it does not exist without considering one of the 4 extensions
of this paper.

1) In the communicating to get a project of high quality (CH ) equi-
librium, the agents communicate and R takes action A if and only if he learns
that A is of high quality (y∗H 6= 0; x∗H 6= 0 and z∗ = A iff r = rH).

In this equilibrium, R’s and S’s utilities are:

UR = x∗Hy∗HαrH − CR(y∗H) + βRE(ΠS)

US = x∗Hy∗Hαs− CS(x∗H) + βSE(ΠR)
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Therefore, R’s and S’s optimal efforts are a function of:

∂CR(y∗H)

∂y
= x∗Hα(rH + βRs)

∂CS(x∗H)

∂x
= y∗Hα(s+ βSrH)

I present my job market paper while you, the recruiting professor, search for
my strengths and challenge my arguments. You hire me if and only if you are
convinced of my high quality.

2) In the communicating in order to avoid getting a low quality
project (CL) equilibrium, S and R communicate and R takes action A unless
he learns that the project is of low quality (y∗L 6= 0; x∗L 6= 0 and z∗ = A unless
r = rL).

In this equilibrium, R’s and S’s utilities are:

UR = αrH + (1− α)(1− x∗Ly∗L)rL − CR(y∗L) + βRE(ΠS)

US = (1− x∗Ly∗L(1− α))s− CS(x∗L) + βSE(ΠR)

Therefore, R’s and S’s optimal efforts are a function of:

∂CR(y∗L)

∂y
= x∗L(1− α)(−rL − βRs)

∂CS(x∗L)

∂x
= y∗L(1− α)(−s− βSrL)

Notice that the higher the value of α, the lower both agents’ communication
efforts.

In this equilibrium, I present my job-market paper and let you search for my
possible weaknesses. You recruit me unless you identify an important shortcom-
ing through communication. You hire me even if you do not understand every
point of the seminar.

This equilibrium is in certain respects the opposite one of the CH equilib-
rium: the agents communicate in order to avoid getting rL and not in order to
get rH . It could also be called the authorized vigilance or the warning equilib-
rium because S prevents to some extent R from accepting a bad project.

Before characterizing the conditions of existence of the CH and the CL
equilibria, let me first define the variables that determine the lower and upper
bounds of the intervals of α in which each of these equilibria exist:

Definition 1

α∗
R =

−rL − βR s

rH − rL
If R exerts an effort y ∈ [0, 1], the variable α∗

R represents the level of α for
which R is indifferent between z = A iff r = rH and z = A unless r = rL.
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Definition 2

i) α∗∗
S =

CS(x∗)

x∗Hy∗H(s+ βSrH)

ii) α∗∗
R =

CR(y∗)

x∗Hy∗H(rH + βRs)

If βS > − s
rH

, if R chooses z = A iff r = rH and exerts a strictly positive effort

y∗H , the variable α∗∗
S represents the minimum congruence parameter above

which S does not deviate from x∗H to a zero effort.
Similarly, if βR > − rHs , if R chooses z = A iff r = rH and if S exerts a

strictly positive effort x∗H , the variable α∗∗
R represents the level of α making R

indifferent between exerting a strictly positive effort y∗H and not communicating
at all.

Definition 3

i) α∗∗∗
S = 1− CS(x∗L)

x∗Ly∗L(−s− βSrL)

ii) α∗∗∗
R = 1− CR(y∗L)

x∗Ly∗L(−rL − βRs)

If βS > s
−rL , if R exerts a strictly positive effort y∗L and chooses the action

z = A unless r = rL, the variable α∗∗∗
S represents the highest level of α under

which S does not deviate from x∗L to a zero effort.
Similarly, if βR <

−rL
s , if z = A unless r = rL and if S exerts a strictly pos-

itive effort x∗L, the variable α∗∗∗
R represents the level of α making R indifferent

between exerting an effort y∗L and not communicating at all.

Proposition 1 The CH equilibrium exists provided that the following condi-
tions hold:

i) max {α∗∗
S ; α∗∗

R } ≤ α ≤ α∗
R

ii) − s

rH
< βS and −

rH
s
< βR

Proof: see appendix C.

Proposition 2 The CL equilibrium exists provided that the following conditions
hold:

i) α∗
R ≤ α ≤ min {α∗∗∗

S ;α∗∗∗
R }

ii) βR <
−rL
s

and βS >
s

−rL
Proof: see appendix D.

The following figure shows the conditions of existence of the possible equi-
libria:
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Before explaining the conditions of existence of the CH and of the CL equi-
libria, let me describe this figure.

For very low values of α (α < max {α∗∗
R ;α∗∗

S }) and for very high values of α
(α > min {α∗∗∗

R ;α∗∗∗
S }), only an equilibrium without communication exists.

For low values of α (max {α∗∗
R ;α∗∗

S } ≤ α ≤ α∗
R), the CH equilibrium exists;

and for high values of α (α∗
R ≤ α ≤ min {α∗∗∗

R ;α∗∗∗
S }), the CL equilibrium exists.

- The conditions on βS and βR:
This graphic is correct only if −rH

s < βR <
−rL
s and βS >

s
−rL .

If βS ≤ s
−rL , the CL equilibrium cannot exist. In the CL equilibrium, S

sacrifices a part of his expected material payoff (x∗Ly∗L(1− α)s+ CS(x∗L)) in
order to increase R’s expected material payoff (−x∗Ly∗L(1−α)rL−CR(y∗L)). S’s
altruistic concerns must therefore dominate S’s interest about his own expected
material payoff (βS >

s
−rL ).

The CH equilibrium can only exist if S is not too spiteful: βS > − s
rH

. When
R accepts a project of good quality, S benefits from a revenue s but possibly
suffers from spiteful concerns βSrH . If βS ≤ − s

rH
and if α ≤ α∗

R, S does not
communicate so that R never accepts any project.

Moreover, if βR ≤ −rH
s or βR ≥ −rL

s , only an equilibrium without com-
munication exists for every value of α. If βR ≤ −rH

s , R is so envious that he
never wants S to get a revenue s; therefore, R does not communicate and never
accept the project (z = A iff r = rH). If βR ≥ −rL

s , R is so altruistic that
he always wants S to get a revenue s; therefore, R does not communicate and
always accept the project (z = A unless r = rL).

- The boundaries α∗∗
R , α∗∗

S , α∗∗∗
R and α∗∗∗

S :
This graphic also supposes that there are communication setup costs for S

and/or for R. Otherwise, the variable max {α∗∗
R ;α∗∗

S } would be equal to 0 and
the variable min {α∗∗∗

R ; α∗∗∗
S } would be equal to 1. On the other hand, the setup

costs can be so high that the CH (CL) equilibrium does not exist for any value
of α because max {α∗∗

S ; α∗∗
R } (min {α∗∗∗

S ; α∗∗∗
R }) would be higher (lower) than

α∗
R.

If α ≥ α∗∗
S (α ≤ α∗∗∗

S ) and if βS > − s
rH

(βS >
s

−rL ), S’s cost of communica-
tion is lower than its overall benefits in the CH (CL) equilibrium. Therefore, if
α < α∗∗

S (α > α∗∗∗
S ), the CH (CL) equilibrium does not exist because S would

otherwise deviate to a zero communication effort. A comparable reasoning holds
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for R.

- The boundary α∗
R:

For a given effort y, the difference between z = A iff r = rH and z = A unless
r = rL is that in the latter case R accepts the project when communication fails.
Accepting the project when communication fails yields for R a payoff of rH+βRs
with probability α and a payoff of rL+βRs with probability 1−α. If βR >

−rH
s ,

the higher α, the higher the opportunity cost of choosing z = A iff r = rH in
place of z = A unless r = rL. Therefore, in the CH (CL) equilibrium, if α was
strictly higher (lower) than α∗

R, R would deviate to z = A unless r = rL (z = A
unless r = rL).

This section is needed in order to assess the impact of the agents’ social
preferences on the conditions of existence of the CH and the CL equilibria.

Corollary 1 In the CH equilibrium, an increase in βR and/or in βS raises both
agents’ optimal communication efforts.

In the CL equilibrium, an increase in βR decreases both agents’ optimal
efforts while an increase in βR raises both agents’ optimal efforts.

Proof: see appendix E.

The following table shows the impact of βR and βS on both agents’ efforts:

CH CL
↗βR ↗ x and y ↘ x and y
↗βS ↗ x and y

On the one hand, an increase in βS raises both agents’ efforts in the CH and
in the CL equilibria.

On the other hand, the impact of βR on the efforts is of opposite sign in these
two equilibria. Regarding the CH equilibrium, the higher βR, the greater both
agents’ efforts; while in the CL equilibrium, a higher βR implies lower efforts of
both agents. If you accept to hire me unless you learn that I am a low quality
candidate, the higher your altruism, the less effort you exert because you do not
want to be too picky/tough with me.

Let me explain intuitively the impact of an increase in βR/βS on both agents’
efforts. It affects agents’ efforts in two ways: a direct and an indirect effect.

1) The direct effect:
If βR (βS) increases, R (S) cares more about S’s (R’s) expected material

payoff.
In the CH equilibrium, the higher R’s (S’s) effort, the higher the probability

that R accepts the project and that S (R) gets his revenue s (rH). R (S)
therefore chooses a higher effort in order to raise S’s (R’s) expected material
payoff.

In the CL equilibrium, the higher R’s (S’s) effort, the lower the probability
that R accepts the project and that S (R) gets his revenue s (rL). R (S)
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therefore chooses a lower (higher) effort in order to raise S’s (R’s) expected
material payoff.

2) The indirect effect:
An increase in an agent’s effort raises linearly the other agent’s benefit of

communication while it does not affect the other agent’s cost of communication.
Higher effort by one agent raises thus the marginal return of the other agent’s
effort. Each agent is willing to try harder to communicate if the other also tries
harder (assumption of complementary efforts).

Therefore, in the CH equilibrium, the increase in R’s (S’s) effort (due to the
direct effect see point 1) raises in turn S’s (R’s) optimal efforts.

In the CL equilibrium, the decrease (increase) in R’s (S’s) effort (due to
the direct effect see point 1) decreases (increases) in turn the S’s (R’s) optimal
efforts.

Lastly, notice that in the CH equilibrium, an agent’s utility is higher when
he is matched with an altruistic player than when he is matched with an envious
one. The higher an agent’s altruism, the higher his effort. R and S prefer that
the other agent exerts an higher effort.

In the CL equilibrium, an altruistic sender’s effort and utility are higher
when he is matched with an envious receiver than when he is matched with an
altruistic one. The higher R’s altruism, the lower his effort. S prefers that R
exerts a higher effort. Note that in the CL equilibrium, R is never matched with
an envious sender: this equilibrium exists only if βS >

s
−rL > 0.

3.3.2 Comparison of the Agents’ Efforts in the CH and in the CL
Equilibria

There are 3 major differences between the agents’ efforts in the CH and in the
CL equilibria.

First, in the CH (CL) equilibrium, the agents’ efforts depend on rH (rL)
and not on rL (rH). R’s communication objective is to increase (decrease)
his probability of getting rH (rL). R is only interested in the communication
outcome that tells that r = rH (r = rL).

Second, the higher s and/or α, the higher (lower) both agents’ efforts in the
CH (CL) equilibrium.

Lastly, let me compare the agents’ efforts when α crosses α∗
R in the CH and

in the CL equilibria.

Proposition 3 If the agents’ efforts are not maximal (equal to 1) in the CL
equilibrium, if −rH

s < βR < −rL
s and if βS > s

−rL , there is a downward dis-
continuity in both agents’ efforts between the CH and the CL equilibria when α
crosses α∗

R provided that βR βS < 1.

This proposition is proven in the appendix F.
Notice that if βS ≤ −rL

s , the CL equilibrium does not exist (see proposition
3). Similarly, if βR ≥ −rL

s and/or if βR ≤ −rH
s , the CH and/or the CL equilibria

do not exist (see propositions 2 and 3).

11



There is therefore a downward discontinuity in both agents’ efforts unless R
and S are strongly altruistic.

3.3.3 The Impact of Social Preferences on the Conditions of Exis-
tence of the Equilibria

Proposition 4 i) The higher βR, the lower the upper (lower) bound, α∗
R, of

the interval of α in which the CH (CL) equilibrium exists.
ii) The higher βR and/or βS, the lower the lower bound, max {α∗∗

S ; α∗∗
R }, of

the interval of α in which the CH equilibrium exists.
iii) An increase in βR (βS) decreases (raises) the upper bound, min {α∗∗∗

S ;α∗∗∗
R },

of the interval of α in which the CL equilibrium exists.

Proof: see appendix H.

The following figure shows the impact of the agents’ social preferences on
the conditions of existence of the possible equilibria:

The higher βS and/or βR, the lower the lower bound of the interval of α
above which the CH equilibrium exists.

S’s social preferences have no impact on α∗
R while an increase in βR decreases

α∗
R.

Finally, βS and βR have an opposite impact on the upper bound of the inter-
val of α under which the CL equilibrium exists: βR decreases this upper bound
while βS increases it.

Let me explain the impact of an increase in βR/βS on the boundaries of the
CH and of the CL equilibria.

i) Impact on α∗
R

Recall that if α was strictly higher (lower) than α∗
R in the CH (CL) equilib-

rium, R would deviate to z = A unless r = rL (z = A iff r = rH). For a given
effort y, the difference between z = A iff r = rH and z = A unless r = rL is that
in the latter case R accepts the project when communication fails. Accepting
the project when communication fails yields for S a revenue s. This deviation
increases thus S’s expected material payoff. This is why an increase in βR raises
α∗
R.
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On the other hand, S’s social preferences have no impact on α∗
R. The reason

is that S’s strategy, x, does not influence R’s decision about the value of z.

ii) Impact on α∗∗
S and α∗∗

R

An increase in βS and/or in βR decreases α∗∗
S and α∗∗

R in two ways: a direct
and an indirect effect.

1) The direct effect:
An increase in βS (βR) decreases directly the variable α∗∗

S (α∗∗
R ) through the

increase of interest in R’s (S’s) expected material payoff.
Recall that if α was strictly lower than α∗∗

S (α∗∗
R ) in the CH equilibrium, S

(R) would deviate to a zero communication effort. The CH equilibrium exists
provided that both agents are willing to communicate. If an agent deviates to
a zero communication, it would take the communication benefit away from the
other agent. This deviation decreases thus the other agent’s expected material
payoff. Therefore, the higher βS (βR), the more S (R) cares about the other
agent’s expected material payoff, the less likely S (R) deviates from the CH
equilibrium to a zero communication effort.

2) The indirect effect:
An increase in βS and/or in βR decreases indirectly α∗∗

S and α∗∗
R through

the increase in the other agent’s effort (see corollary 1).
The increase in S’s and/or in R’s effort raises R’s and S’s expected material

payoff and utility in the CH equilibrium and not when R and/or S deviates to
a zero communication effort.

iii) Impact on α∗∗∗
S and α∗∗∗

R

An increase in βS (βR) raises (decreases) α∗∗∗
S and α∗∗∗

R in two ways: a direct
and an indirect effect.

1) The direct effect:
An increase in βS (βR) raises (decreases) directly α∗∗∗

S (α∗∗∗
R ) through the

increase of interest in the other agent’s material payoff.
Recall that if α was strictly higher than α∗∗∗

S (α∗∗∗
R ) in this equilibrium, S

(R) would deviate to a zero communication effort. If S (R) deviates so, it would
to some extent prevent R (S) from getting the revenue rL (s). This deviation
decreases (increases) thus R’s (S’s) expected material payoff. Therefore, the
higher βS (βR), the more S (R) cares about R’s (S’s) expected material payoff,
the less (more) likely S (R) deviates from this equilibrium to a zero communi-
cation effort.

2) The indirect effect:
An increase in βS (βR) raises (decreases) indirectly α∗∗∗

S and α∗∗∗
R through

the increase (decrease) in the other agent’s effort (see corollary 1).
The decrease (increase) in R’s (S’s) effort lowers (raises) R’s and S’s utility

in this equilibrium and not when R and/or S deviates to a zero communication
effort.
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4 Uncertainty about the Other Agent’s Social
Preferences

4.1 Setup

It is assumed in this section that the world is composed of two types of receivers
that differ in their social preferences. S may thus be uncertain about R’s effort
and about R’s decision concerning the project. For example, I, the job-market
candidate, do not know whether you, the recruiting professor, are envious or
altruistic.

The receiver is of type 1, R1, with probability λ ∈ (0, 1) and is of type 2,
R2, with probability 1− λ.

R1 (R2) is characterized by his social preferences βR1 (βR2) with βR1 > βR2;
and chooses his communication efforts y1 (y2) and his decision z1 (z2).

The agents’ utility functions are:

URi = E(ΠRi) + βRiE(Πi
S) with i ∈ {1; 2}

US = λU1
S + (1− λ)U2

S

= λ
[
E(Π1

S) + βSE(ΠR1)
]

+ (1− λ)
[
E(Π2

S) + βSE(ΠR2)
]

Where
- U1

S (U2
S) is S’s utility when he is matched with R1 (R2);

- E(Π1
S)
(
E(Π2

S)
)

is S’s expected material payoff when he is matched
with R1 (R2); and
- E(ΠR1) (E(ΠR2)) is R1’s (R2’s) expected material payoff.

Let me first define two crucial thresholds before presenting the results:

Definition 4

α∗
R1 =

−rL − βR1s

rH − rL

α∗
R2 =

−rL − βR2s

rH − rL

If R1 (R2) exerts an effort y1 (y2) ∈ [0, 1], the threshold α∗
R1 (α∗

R2) represents
the level of α making R1 (R2) indifferent between choosing z1 (z2) = A iff r = rH
and z1 (z2) = A unless r = rL.

On the one hand, when α ≤ α∗
R1 (α∗

R2), R1 (R2) chooses the action z1 (z2)
= A iff r = rH . On the other hand, when α ≥ α∗

R1 (α∗
R2), R1 (R2) chooses the

action z1 (z2) = A unless r = rL.

4.2 Results

If α ≤ (≥)α∗
R1 , R1 chooses z1 = A iff r = rH (z1 = A unless r = rL); a similar

reasoning holds for R2. This is proven in appendix H.
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Again, there exists an equilibrium without communication for every value of
α (proof: see appendix I).

Let me compare the intervals of α in which R1 and/or R2 communicate to
get a high quality project (z1/z2 = A iff r = rH) or in order to avoid a low qual-
ity project (z1/z2 = A unless r = rL) between the uncertainty case (S does
not know the receiver’s social preferences), and the previous case, the standard
case (S knows R’s social preferences).

Since α∗
R1 is always lower than α∗

R2 (recall that βR1 > βR2), the variables
α∗
R1 and α∗

R2 determine three separate regions of α:

1) When α ≤ α∗
R1, both types of receivers choose the action z1/z2 = A iff

r = rH . If R1 and/or R2 exert a positive effort, they communicate to get a high
quality project.

In this region of α, there exist 2 types of equilibria involving communication:

- An equilibrium A in which both types of receivers communicate to
get a high quality project.

- An equilibrium B in which R1 communicates to get a high quality
project and R2 refuses to listen while S tries to communicate. S
talks to a brick wall when he is matched with R2.

I may present my paper during a job-market seminar while the au-
dience is thinking and reading information about something else.
I exert some communication effort because I do not know that I
am facing an audience that does not listen.

2 results hold when α < α∗
R1:

a) R1 exerts a weakly higher effort than R2.

b) If R1 exerts a strictly positive effort in the standard case, R1
exerts a lower effort in the uncertainty case than in the standard
case.

If R2 exerts a strictly positive effort in the uncertainty case, R2
exerts a higher effort in the uncertainty case than in the standard
case.

This is due to the fact that R1 (R2)’s optimal effort influences S’s
optimal effort that in turn affects R2 (R1)’s optimal effort. In
order to understand the intuition, recall two facts already ex-
plained in the section 3. First, when a receiver communicates to
get a high quality project, the higher his altruism, the higher his
effort. Second, the higher an agent’s effort, the higher the other
agent’s effort.
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I face with some probability an audience (R2) that does not exert any
effort. The higher this probability, the lower the other agents’ (S
and R1) efforts.

These results are proven in the appendix J.

2) When α ≥ α∗
R2, both types of receivers choose the action z1/z2 = A un-

less r = rL. If R1 and/or R2 exert a strictly positive effort, they communicate
in order to avoid getting a low quality project.

In this region of α, there exist 2 types of equilibria involving communication:

- An equilibrium C in which both types of receivers communicate in
order to avoid getting a low quality project.

- An equilibrium D in which R2 communicates in order to avoid
getting a low quality project and R1 does not pay attention to
S’s communication.

2 results hold when α > α∗
R2:

a) R2 exerts a weakly higher effort than R1.

b) If R1 exerts a strictly positive effort in the uncertainty case, R1
exerts a higher effort in the uncertainty case than in the standard
case.

Similarly, if R2 exerts a strictly positive effort in the standard case,
R2 exerts a higher effort in the standard case than in the uncer-
tainty case.

These results are proven in the appendix K.

3) When α∗
R1 ≤ α ≤ α∗

R2, R1 chooses the action z1 = A unless r = rL while
R2 chooses action z2 = A iff r = rH . If R1 (R2) exerts a positive effort, he
communicates in order (not) to get a high (low) quality project.

In this region of α, there exist 3 types of equilibria involving communication:

- An equilibrium E in which both types of receivers communicate.
R1 communicates in order to avoid getting a low quality project
while R2 communicates to get a high quality project.

Importantly, R1 may communicate in order to avoid getting a low
quality project even if S has no altruistic concerns when α∗

R1 ≤
α ≤ α∗

R2 (a non sufficient condition of existence of the equilibrium
E).

Additionally to altruism, the uncertainty about R’s communica-
tion objective may explain why S communicates although he is
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matched with R1. S is not certain that he is matched with a
receiver that would accept the project without communication.

If I am not strongly altruistic (βS ≤ −rL
s ), I take time to prepare my

presentation because I do not know my audience’s communica-
tion objective. R1 rubber-stamps my recommendation to hire me
(z1 = A unless r = rL) while R2 does not (z2 = A iff r = rH).

- An equilibrium F in which R1 communicates in order to avoid
getting a low quality project and R2 refuses to listen to S’s com-
munication and never accepts the project.

- An equilibrium G in which R2 communicates to get a high quality
project and R1 does not pay attention to S’s communication and
always accepts the project.

These results are proven in the appendix L.

Note that these results are not specific to the uncertainty about the other
agent’s social preferences. Uncertain about R’s gain (for example, S believes that
rH is equal to rH1 with probability λrH and is equal to rH2 with probability
1 − λrH , with rH2 > rH1 > 0 and λrH ∈ (0, 1)) and/or about the congruence
parameter α (for example, S believes that α is equal to α1 with probability
λα and is equal to α2 with probability 1 − λα, with 0 < α1 < α2 < 1 and
λα ∈ (0, 1)) would lead to comparable results.

5 S chooses the kinds of arguments he commu-
nicates

5.1 Setup

In some situations, it is likely that S may not only choose the amount of infor-
mation that he communicates, x, but also its nature, T . S can decide whether
to communicate about the positive aspects of the project or about the absence
of negative ones.

During my job market talk, I choose to some extent the kind of arguments I
am going to present.

Let me explain what changes in this setup compared to the one about social
preferences.

In this section, S’s strategy is composed of his effort x and of the valence of
his arguments T .

This variable T is observable and is chosen simultaneously with the actions
x and y, and can take two values:

a) T = H: S chooses to communicate arguments that might tell R that his
revenue is rH .
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I can present my seminar pretty much in the same way as a salesperson: I
present my results as being outstanding; I present only the positive aspects of
my research that could tell you I am a high quality candidate.

In this case, there are 2 possible outcomes of communication:

i) With probability α xy, R learns through communication that r =
rH .

ii) With probability 1− xyα, communication fails. R becomes more
uncertain about the high quality of the project: the project is of

high quality with a probability (1−xy)α
1−xyα and the project is of low

quality with a probability 1−α
1−xyα .

If communication fails, you do not know whether communication has
failed because our efforts were too low (for example, I was hav-
ing an off day or you were not sufficiently concentrated on my
seminar) or because I am a low quality candidate. When com-
munication fails, you become more certain about my low quality
than before the seminar.

b) T = L: S chooses to communicate arguments that might tell R that his
revenue is rL.

I can present my seminar as if I have a lack of self confidence and undersell
my results. I insist for example on the limitations of my research that could tell
you I am a low quality candidate.

In this case, there are 2 possible outcomes of communication:

i) With probability xy(1−α), R learns through communication that
r = rL.

ii) With probability 1−xy(1−α), communication fails. The project
is of high quality with a probability α

1−xy(1−α) and the project is

of low quality with a probability (1−xy)(1−α)
1−xy(1−α) .

If communication fails, you do not know whether communication
has failed because our efforts were too low or because I am a high
quality candidate. When communication fails, you become more
certain about my high quality than before the seminar.

5.2 Results

The objective of this section is to show that even if agents are selfish, there are
two types of communication: R may communicate to get a high quality project
or in order to avoid getting a low quality project.

Proposition 5 Selfish agents communicate about the positive aspects of the
project (T ∗ = H) and R chooses action z∗ = A iff r = rH , with efforts
∂CS(x∗H)

∂x = y∗Hαs, ∂CR(y∗H)
∂y = x∗HαrH , provided that the following conditions
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hold:

i) α ≤ −rL
rH − rL

;

ii) α ≥ CR(y∗H)

x∗Hy∗HrH
; α ≥ CS(x∗H)

x∗Hy∗Hs
;

iii) x∗Hy∗Hαs− CS(x∗H) ≥ s(1− xdevy∗H(1− α))− CS(xdev)

if α ≥ −(1− y∗H)rL
rH − (1− y∗H)rL

with xdev =
−αrH − (1− α)rL
−y∗H(1− α)rL

Proof: see appendix M. Let me briefly comment the conditions of this propo-
sition.

i) This condition means that if the congruence parameter α is too high, S
prefers not to communicate because R would accept the project without com-
munication.

ii) If α is too low, the communication setup costs are too high for R and/or
for S to be willing to communicate. The reasoning and the threshold are the
same as in the section about social preferences but with βR = βS = 0.

iii) S should not prefer to communicate about the absence of negative aspects
of the project (T = L). If S deviates so, S chooses the lowest level of effort that
convinces R to accept the project when communication fails. The congruence
parameter α should therefore not be too low, otherwise even the highest S’s
effort (x = 1) does not convince R to rubber-stamp S’s recommendation (z = A
unless r = rL).

Proposition 6 Selfish agents communicate about the absence of negative as-
pects of the project (T ∗ = L) and R chooses action z∗ = A unless r = rL, with

efforts x∗L = −αrH−(1−α)rL+CR(y∗L)
−y∗L(1−α)rL , ∂CR(y∗L)

∂y = −x∗L(1− α)rL, provided that

the following conditions hold:

i) α ≥ CR(y∗L)− (1− y∗L)rL
rH − (1− y∗L)rL

;

ii) α <
−rL

rH − rL
;

iii) s(1− x∗Ly∗L(1− α))− CS(x∗L) ≥ xdevy∗Lαs− CS(xdev) if α ≥ CS(xdev)

xdevy∗Ls

α ≥ −rLCS(x∗L) + CR(y∗L)s

s rH
if α <

CS(xdev)

xdevy∗Ls
with

∂CS(xdev)

∂x
= y∗Lαs.

Proof: see appendix N. Let me briefly comment the conditions of this propo-
sition.

i) The condition i means that if the congruence parameter α is too low,
even the highest S’s effort does not convince R to accept the project when
communication fails (z = A unless r = rL).
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ii) If α is too high, S does not need to exert a positive effort in order
to convince R to accept the project when communication fails (z = A unless
r = rL).

S chooses a strictly positive effort only if otherwise (x = 0), R would not
accept the project (z = A iff r = rH).

Prior to communication, the project yields a negative expected payoff to R.
By contrast, after a failed communication, the project yields a null expected
material payoff to R.

iii) S should not prefer to communicate about the positive aspects of the
project (T = H).

Notice that the model could be extended by differentiating the costs of the
two types of communication. If communicating about the positive aspects of the
project (T = H) is for example much more costly than communicating about
the absence of negative ones (T = L), this would facilitate the condition iii.

It might be argued that S is not able to choose whether he communicates
about the positive aspects of the project or about the absence of negative ones.
The value of T may depend on S’s personality. In such a case, first, only
one type of equilibrium involving communication would exist for a particular
sender. Second, the conditions iii of the propositions 6 and 7 would not be
needed anymore.

6 Both agents are uncertain about their revenue

6.1 Setup

As R, S might also be uncertain about his revenue attached to the project. S
may not know whether the project yields to him a positive or a negative revenue.

In the job market example, I might be uncertain about the quality of the unit
research I am applying to. By meeting and getting to know to some extent the
members of the unit research, S may learn the strengths and weaknesses of ac-
cepting the position. In this setup, we are both a sender and a receiver: I send
you information for your decision and vice versa.

In this section, for the easiness of the notations, I consider that the 2 parties
are receivers: Ri with i ∈ {0; 1}. Ri’s revenue of action A, ri, is either rH or rL,
with rH > 0 > rL. Let αi ∈ (0, 1) denote the ex-ante Ri’s probability of rH .

The agents learn about the quality of Ri’s project, whether ri = rH or rL,
with probability pi. It is therefore assumed that the possible revenues are the
same for both agents.

The variables α1, α2, p1 and p2 are independent, with ∂pi
∂yi

> 0 and ∂2pi
∂y2i

< 0.

Communication involves increasing and convex private costs C1(y1) for R1

and C2(y2) for R2, with ∂C1(1)
∂y1

= ∂C2(1)
∂y2

=∞. C1(y1) and C2(y2) are assumed

to be continuous and differentiable on (0, 1). Moreover, I allow for potential
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communication setup costs.

There are thus 3 possible outcomes of communication for R1 (R2):
1) with a probability 1− p1 [1− p2], communication fails and R1 [R2] does

not learn his revenue from the project, whether r1 [r2] = rH or rL;
2) with a probability α1 p1 [α2 p2], R1 [R2] learns through communication

that his revenue is rH ;
3) with a probability (1 − α1)p1 [(1− α2)p2], R1 [R2] learns through com-

munication that his revenue is rL.
Concerning the timing of the different stages in the model, efforts are first

chosen simultaneously. The agents’ efforts and chance then determines whether
communication is successful. Finally, R1 and R2 choose simultaneously whether
to accept the action A. R1 and R2 get the revenue attached to the project pro-
vided that both agents accept the project.

Ri’s strategy combines his level of effort, yi, and his decision, zi, concerning
action A for any possible communication outcome.

Two values of zi are relevant:
(1) zi = A iff ri = rH : Ri takes action A/accepts the project if and only if

he learns through communication that ri = rH ;
(2) zi = A unless ri = rL: Ri takes action A unless he learns through com-

munication that ri = rL.

R1’s expected material payoff, E(Π1), can therefore be of 2 types:

E(Π1) =



p1 p2 α1 α2rH − C1(y1)
if z1 = A iff r1 = rH and if z2 = A iff r2 = rH ;

p1 α1(1− p2 (1− α2))rH − C1(y1)
if z1 = A iff r1 = rH and z2 = A unless r2 = rL;

p2 α2(α1rH + (1− p1)(1− α1)rL)− C1(y1)
if z1 = A unless r1 = rL and z2 = A iff r2 = rH ;

(1− p2(1− α2))(α1rH + (1− p1)(1− α1)rL)− C1(y1)
if z1 = A unless r1 = rL and if z2 = A unless r2 = rL

There are 3 possible types of equilibria involving communication:

Proposition 7 I) R1 communicates in order to avoid getting a low quality
project (z∗1 = A unless r1 = rL) and R2 communicates to get a high quality
project (z∗2 = A iff r2 = rH) provided that:

i)α2 ≤
−rL

rH − rL
≤ α1

ii)α2 ≥
C2(y∗2)

p∗2(1− p∗1(1− α1))rH

iii)α1 ≥
C1(y

∗
1 )

p∗2 α2
− (1− p∗1)rL

rH − (1− p∗1)rL
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II) R1 and R2 communicate in order to avoid getting a low quality project
(z∗1 = A unless r1 = rL and z∗2 = A unless r2 = rL) provided that:

i) min {α1, α2} ≥
−rL

rH − rL

ii)α1 ≤
−p∗1rL − p∗2 (1− α2)rL(1− p∗1)− C1(y∗1)

p∗2 (1− α2)rH − p∗2 (1− α2)rL(1− p∗1)− p∗1rL

α2 ≤
−p∗2rL − p∗1 (1− α1)rL(1− p∗2)− C2(y∗2)

p∗1 (1− α1)rH − p∗1 (1− α1)rL(1− p∗2)− p∗2rL

III)R1 and R2 communicate to get a high quality project (z∗1 = A iff r1 = rH
and z∗2 = A iff r2 = rH) provided that:

i) max {α1, α2} ≤
−rL

rH − rL

ii)α1 ≥
C1(y∗1)

p∗1 p
∗
2 α2rH

and α2 ≥
C2(y∗2)

p∗1 p
∗
2 α1rH

Proof: see appendix O.
Let me comment the conditions of existence of these equilibria.

I) i) If α1 was too low, R1 would deviate from z∗1 = A unless r1 = rL to
z1 = A iff r1 = rH . Similarly, if α2 was too high, R2 would deviate from z∗2 = A
iff r2 = rH to z2 = A unless r2 = rL. Notice that the threshold −rL

rH−rL is the
same as α∗

R in the section 3 but without social preferences (βR = βS = 0).
ii) If α2 was too low, R2 would deviate to a zero communication effort with

z2 = A iff r2 = rH . R2’s cost of communication has to be lower than its benefits.
R2 communicates in order to learn whether his revenue from the project is

rH . However, besides its costs, R2’s effort has another drawback for R2. It
might reveal that R1’s revenue from the project is rL so that R1 refuses the
project. Therefore, the higher p∗1, the harder the condition ii.

iii) If α1 was too low, R1 would deviate to a zero communication effort
with z1 = A unless r1 = rL. The difference compared to the other extensions
is that R1’s material payoff is null when he deviates to a zero communication
effort with z1 = A unless r1 = rL. The reason is that R1 needs to convince R2

to accept the project even if R1 is ready to accept it without knowing its quality.

II) i) If α1 (α2) was too low, R1 (R2) would deviate to z1 (z2) = A iff r1
(r2) = rH .

ii) If α1 was too high and/or if α2 was too low, R1 would deviate to a zero
effort with z1 = A unless r1 = rL.

On the one hand, the higher α1, the less likely the project is of low quality
for R1, the less R1 is interested in knowing whether his revenue attached to the
project is rL.

On the other hand, R1 communicates in order to prevent him from getting a
low quality project. However, besides its costs, R1’s effort has another drawback
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for R1. It might reveal that R2’s revenue from the project is rL so that R2

refuses the project. Therefore, the higher p∗2 and/or the lower α2, the harder
the condition ii.

A similar reasoning holds for R2.

III) i) If α1 (α2) was too high, R1 (R2) would deviate to z1 (z2) = A unless
r1 (r2) = rL.

ii) If α1 (α2) was too low, R2 would deviate to a zero communication with z1
(z2) = A iff r1 (r2) = rH . R1 (R2) wants R2’s (R1’s) communication to succeed:
R2 (R1) accepts the project if and only if he learns through communication that
his revenue from the project is rH . Therefore, a higher p∗2 (p∗1) facilitates the
condition ii.

7 Conclusion

I have shown that in each of the 4 extensions, the receiver may have two possible
communication objectives. He communicates either to increase his probability
of getting a high quality project, or to decrease his probability of getting a low
quality project.
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Appendix:
Two Styles of Communication
Very Preliminary Version - Not to be Cited

Olivier Body

September 2011

A The dominated strategies

Recall that there are three possible outcomes of communication:
a) communication fails and the agents do not know whether the project is

of high or low quality; or
b) communication succeeds and the agents learn that the project is of high

quality (r = rH); or
c) communication succeeds and the agents learn that the project is of low

quality (r = rL).

The variable z can take 8 values:
(action 1) z = A iff r = rH : R takes action A if and only if he learns

through communication that r = rH (R accepts the project if and only if the
outcome of communication is b);

(action 2) z = A unless r = rL: R takes action A unless he learns through
communication that r = rL (R accepts the project if and only if the outcome
of communication is a or b);

(action 3) z = A iff r = rL: R takes action A if and only if he learns through
communication that r = rL (R accepts the project if and only if the outcome
of communication is c);

(action 4) z = A unless r = rH : R takes action A unless he learns through
communication that r = rH (R accepts the project if and only if the outcome
of communication is a or c);

(action 5) z = A iff r = rL or r = rH : R takes action A if and only if he
learns through communication that r = rL or r = rH (R accepts the project if
and only if the outcome of communication is b or c);

(action 6) z = A unless r = rL or r = rH : R takes action A unless he learns
through communication that r = rL or r = rH (R accepts the project if and
only if the outcome of communication is a);

(action 7) z = A : R always takes action A (R accepts the project whatever
the outcome of communication);
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(action 8) z = 0 : R never takes action A (R does not accept the project
whatever the outcome of communication).

The players’ expected material payoffs are the following:

E(ΠR) =



xyαrH − CR(y) ⇔ z = A iff r = rH ;
αrH + (1− xy)(1− α)rL − CR(y) ⇔ z = A unless r = rL;
xy(1− α)rL − CR(y) ⇔ z = A iff r = rL;
(1− α)rL + (1− xy)αrH − CR(y) ⇔ z = A unless r = rH ;
xy(αrH + (1− α)rL)− CR(y) ⇔ z = A iff r = rLor r = rH ;
(1− xy)(αrH + (1− α)rL)− CR(y) ⇔ z = A unless r = rL or r = rH ;
αrH + (1− α)rL − CR(y) ⇔ z = A;
−R(y) ⇔ z = 0.

E(ΠS) =



xyαs− CS(x) ⇔ z = A iff r = rH ;
(1− xy(1− α))s− CS(x) ⇔ z = A unless r = rL;
xy(1− α)s− CS(x) ⇔ z = A iff r = rL;
(1− xyα)s− CS(x) ⇔ z = A unless r = rH ;
xys− CS(x) ⇔ z = A iff r = rLor r = rH ;
(1− xy)s− CS(x) ⇔ z = A unless r = rL or r = rH ;
s− CS(x) ⇔ z = A;
−CS(x) ⇔ z = 0.

Let me first consider the strategies that might be equivalent to one another.

If R does not communicate (y = 0), the actions 1, 3, 5 and 8 are equivalent;
they lead to the same payoff outcomes:

If y = 0, UR(z = A iff r = rH) = UR(z = A iff r = rL)

= UR(z = A iff r = rL or r = rH) = UR(z = 0) = 0

If R does not communicate (y = 0), the actions 2, 4, 6 and 7 are equivalent.

If y = 0, UR(z = A unless r = rL) = UR(z = A unless r = rH) =

UR(z = A unless r = rL or r = rH) = UR(z = A) = αrH + (1− α)rL

If S does not communicate (x = 0); the action 1 is equivalent to the action
3, and the action 2 is equivalent to the action 4.

If x = 0, UR(z = A iff r = rH) = UR(z = A iff r = rL) = 0

UR(z = A unless r = rL) = UR(z = A unless r = rH) = αrH + (1− α)rL

Therefore, we are going to consider two simplifications.
1) If y = 0, only the actions 1 and 2 will be considered.
2) If x = 0, the actions 3 and 4 will not be considered.

Let me at present prove that with these two simplifications, the classes of
strategies playing the actions 3 to 8 are strictly dominated by a strategy playing
either action 1 or 2.
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a) The class of strategies playing action 3 :

If x 6= 0 (cf. simplification 2), the strategies playing action 3 and an effort
y ∈ (0, 1] (cf. simplification 1) are strictly dominated by:

i) the strategy playing action 1 and y = 0 if βR ≤ −rL
s ; and by

ii) the strategy playing action 5 and a same effort y if βR >
−rH
s .

i) UR(z = A iff r = rH ; y = 0) > UR(z = A iff r = rL; y 6= 0)

⇔0 > xy(1− α)(rL + βRs)− CR(y)⇔ βR ≤
−rL
s

ii) UR(z = A iff r = rL or r = rH) > UR(z = A iff r = rL)

⇔xyαrH + xy(1− α)rL − CR(y) + βR(xys− CS(x)) > xy(1− α)rL − CR(y)

+ βR(xy(1− α)s− CS(x))

⇔xyα(rH + βRs) > 0⇔ βR >
−rH
s

b) The class of strategies playing action 5 :

The strategies playing action 5 and an effort y ∈ (0, 1] (cf. simplification 1)
are strictly dominated by:

i) the strategy playing action 1 and y = 0 if α ≤ −rL−βRs
rH−rL ; and by

ii) the strategy playing action 2 and y = 0 if α ≥ −rL−βRs
rH−rL .

i) UR(z = A iff r = rH ; y = 0) > UR(z = A iff r = rL or r = rH ; y 6= 0)

⇔− βRCS(x) > xy(αrH + (1− α)rL + βRs)− βRCS(x)− CR(y)

⇔α ≤ −rL − βRs
rH − rL

ii) UR(z = A unless r = rL; y = 0) > UR(z = A iff r = rL or r = rH ; y 6= 0)

⇔ αrH + (1− α)rL + βRs− βRCS(x) > xy(αrH + (1− α)rL + βRs)− βRCS(x)

⇔ α ≥ −rL − βRs
rH − rL

c) The class of strategies playing action 4 :

If x 6= 0 (cf. simplification 2), the strategies playing action 4 and an effort
y ∈ (0, 1] (cf. simplification 1) are strictly dominated by

i) the strategy playing action 6 and a same effort y if βR <
−rL
s ; and by
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ii) the strategy playing action 7 and a same effort y if βR >
−rH
s .

i) UR(z = A unless r = rL or r = rH) > UR(z = A unless r = rH)

⇔(1− xy)(αrH + (1− α)rL + βRs)− βRCS(x)− CR(y) > xy(1− α)(rL + βRs)

+ (1− xy)(αrH + (1− α)rL + βRs)− βRCS(x)− CR(y)⇔ βR <
−rL
s

ii) UR(z = A) > UR(z = A unless r = rH)

⇔(1− α)rL + αrH + βRs− βRCS(x)− CR(y) > xy(1− α)(rL + βRs)

+ (1− xy)(αrH + (1− α)rL + βRs)− βRCS(x)− CR(y)

⇔ βR >
−rH
s

d) The class of strategies playing action 6 :

The strategies playing action 6 and an effort y ∈ (0, 1] (cf. simplification 1)
are strictly dominated by

i) the strategy playing action 1 and y = 0 if α ≤ −rL−βRs
rH−rL ; and by

ii) the strategy playing action 2 and y = 0 if α ≥ −rL−βRs
rH−rL .

i) UR(z = A iff r = rH ; y = 0) > UR(z = A unless r = rL or r = rH ; y 6= 0)

⇔− βRCS(x) > (1− xy)(αrH + (1− α)rL + βRs)− βRCS(x)− CR(y)

⇔α ≤ −rL − βRs
rH − rL

ii) UR(z = A unless r = rL; y = 0) > UR(z = A unless r = rL or r = rH ; y 6= 0)

⇔ αrH + (1− α)rL + βRs− βRCS(x) > (1− xy)(αrH + (1− α)rL + βRs)

− βRCS(x)− CR(y)⇔ α ≥ −rL − βRs
rH − rL

e) The class of strategies playing either action 7 or 8 :

The strategies playing action 7 and an effort y ∈ (0, 1] (cf. simplification 1)
are strictly dominated by the strategy playing action 2 and y = 0:

UR(z = A unless r = rL; y = 0) > UR(z = A; y 6= 0)

⇔(1− α)rL + αrH + βR(s− CS(x)) > (1− α)rL + αrH + βR(s− CS(x))− CR(y)

The strategies playing action 8 and an effort y ∈ (0, 1] (cf. simplification 1)
are strictly dominated by the strategy playing action 1 and y = 0:

UR(z = A iff r = rH ; y = 0) > UR(z = 0; y 6= 0)

⇔− βRCS(x) > −βRCS(x)− CR(y)

B Proof of proposition 1

I am going to show that:
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i) if α ≤ α∗
R, the babbling equilibrium (x∗ = y∗ = 0; z∗ = A iff r = rH)

always exists; and
ii) if α ≥ α∗

R, the real authority equilibrium (x∗ = y∗ = 0; z∗ = A unless
r = rL) always exists.

i) The babbling equilibrium exists provided that the following conditions
hold:

1) S (R) does not deviate to a strictly positive effort x 6= 0 (y 6= 0 with
z = A iff r = rH); and

2) R does not deviate to z = A unless r = rL.

1) S (R) never deviates to a strictly positive effort because communicating
when the other player is not exerting any effort is useless. It decreases S’s (R’s)
own expected material payoff and it does not affect the other agent’s expected
material payoff.

2) R does not deviate to z = A unless r = rL and y = 0 provided that:

UR(y∗ = x∗ = 0; z∗ = A iff r = rH) ≥ UR(y = x∗ = 0; z = A unless r = rL)

≥ UR(y 6= 0; x∗ = 0; z = A unless r = rL)

⇔ 0 ≥ αrH + (1− α)rL − CR(y) + βRs

⇔ α ≤ −rL − βRs
rH − rL

= α∗
R

Notice that when x = 0, R strictly prefers the strategy y = 0 and z = A unless
r = rL to the strategy y 6= 0 and z = A unless r = rL. It is the same reasoning
as in point 1).

ii) The real authority equilibrium exists provided that R does not de-
viate to the strategy consisting in playing y = 0 and z = A iff r = rH :

UR(y∗ = x∗ = 0; z∗ = A unless r = rL) ≥ UR(y = x∗ = 0; z = A iff r = rH)

⇔ αrH + (1− α)rL + βRs ≥ 0

⇔ α ≥ −rL − βRs
rH − rL

= α∗
R

It is not necessary to study the deviation to any other strategy because R strictly
prefers not to communicate with z = A iff r = rH (z = A unless r = rL) than
to exert a strictly positive effort with z = A iff r = rH (z = A unless r = rL).

C Proof of proposition 2

The CH equilibrium exists provided that the following conditions hold :
1) a) S does not deviate to x = 0;

b) R does not deviate to y = 0 and z = A iff r = rH ;
2) R does not deviate to z = A unless r = rL:
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a) R does not deviate to y 6= 0 and z = A unless r = rL;
b) R does not deviate to y = 0 and z = A unless r = rL.

Notice first that this equilibrium exists only if βR > − rHs and βS > − s
rH

.
Both conditions must hold in order for R and S to communicate in this equi-

librium: ∂CR(y∗H)
∂y = x∗Hα(rH + βRs) > 0 and ∂CS(x∗H)

∂x = y∗Hα(s+ βSrH) > 0

(see page 7 of the paper).

1) a) S does not deviate to x = 0 provided that:

US(y∗H ; x∗H ; z∗ = A iff r = rH) ≥ US(y∗H ;x = 0; z∗ = A iff r = rH)

⇔ x∗Hy∗Hαs− CS(x∗H) + βS(x∗Hy∗HαrH − CR(y∗H)) ≥ −βSCR(y∗H)

⇔ α ≥ CS(x∗H)

x∗Hy∗H(s+ βSrH)
= α∗∗

S

b) R does not deviate to y = 0 and z = A iff r = rH provided that:

UR(y∗H ; x∗H ; z∗ = A iff r = rH) ≥ UR(y = 0; x∗H ; z = A iff r = rH)

⇔ x∗Hy∗HαrH − CR(y∗H) + βR(x∗Hy∗Hαs− CS(x∗H)) ≥ −βRCS(x∗H)

⇔ α ≥ CR(y∗H)

x∗Hy∗H(rH + βRs)
= α∗∗

R

2)a) R does not deviate to the strategy z = A unless r = rL and y 6= 0
provided that:

UR(y 6= 0;x∗H ; z∗ = A iff r = rH) ≥ UR(y 6= 0;x∗H ; z = A unless r = rL)

⇔ x∗HyαrH − CR(y) + βR(x∗Hyαs− CS(x∗H))

≥ x∗HyαrH + (1− x∗Hy)(αrH + (1− α)rL) + βR(x∗Hyαs+ (1− x∗Hy)s− CS(x∗H))

⇔ α ≤ −rL − βRs
rH − rL

= α∗
R

b) R does not deviate to the strategy z = A unless r = rL with y = 0
provided that:

UR(y∗H ;x∗H ; z∗ = A iff r = rH) ≥ UR(y = 0;x∗H ; z = A iff r = rH)

≥ UR(y = 0;x∗H ; z = A unless r = rL)

The first inequality holds if α ≥ α∗∗
R and βR > − rHs , see point 1)a) and the

preliminary point. The second inequality holds if α ≤ α∗
R, see point 2)a).

Therefore, when α ≥ α∗∗
R , βR > − rHs and α ≤ α∗

R, R does not deviate to the
strategy z = A unless r = rL and y = 0.

D Proof proposition 3

The CL equilibrium exists if the following conditions hold:
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1) S does not deviate to x = 0;
2) R does not deviate to y = 0 and z = A unless r = rL;
3) R does not deviate to y 6= 0 and z = A iff r = rH ;
4) R does not deviate to y = 0 and z = A iff r = rH .

Notice first that this equilibrium exists only if βR < −rL
s and βS > s

−rL .
Both conditions must hold in order for R and S to communicate in this equilib-

rium: ∂CR(y∗L)
∂y = x∗L(1− α)(−rL − βRs) > 0 and ∂CS(x∗L)

∂x = (1− α)y∗L(−s−
βSrL) > 0 (see page 7 of the paper).

1) S does not deviate to x = 0 provided that:

US(y∗L;x∗L; z∗ = A unless r = rL) ≥ US(y∗L; x = 0; z∗ = A unless r = rL)

⇔ x∗Ly∗Lαs+ (1− x∗Ly∗L)s− CS(x∗L) + βS(x∗Ly∗LαrH + (1− x∗Ly∗L)(αrH

+ (1− α)rL)− CR(y∗L)) ≥ s+ βS(αrH + (1− α)rL − CR(y∗L))

⇔ α ≤ 1− CS(x∗L)

x∗Ly∗L(−s− βSrL)
= α∗∗∗

S

2) R does not deviate to y = 0 and z = A unless r = rL provided that:

UR(y∗L; x∗L; z∗ = A unless r = rL) ≥ UR(y = 0; x∗L; z = A unless r = rL)

⇔ x∗Ly∗LαrH + (1− x∗Ly∗L)(αrH + (1− α)rL)− CR(y∗L) + βR(x∗Ly∗Lαs

+ (1− x∗Ly∗L)s− CS(x∗L)) ≥ αrH + (1− α)rL + βR(s− CS(x∗L))

⇔ α ≤ 1− CR(y∗L)

x∗Ly∗L(−rL − βRs)
= α∗∗∗

R

3) R does not deviate to y 6= 0 and z = A iff r = rH provided that:

UR(y 6= 0; x∗L; z∗ = A unless r = rL) ≥ UR(y 6= 0; x∗L; z = A iff r = rH)

⇔ x∗LyαrH + (1− x∗Ly)(αrH + (1− α)rL)− CR(y) + βR(x∗Lyαs

+ (1− x∗Ly)s− CS(x∗L)) ≥ x∗LyαrH − CR(y) + βR(x∗Lyαs− CS(x∗L))

⇔ α ≥ −rL − βRs
rH − rL

= α∗
R

4) R does not deviate to the strategy z = A iff r = rH and y = 0 provided
that:

UR(y∗L;x∗L; z∗ = A unless r = rL) ≥ UR(y = 0;x∗L; z = A unless r = rL)

≥ UR(y = 0;x∗L; z = A iff r = rH)

The first inequality holds if α ≤ α∗∗∗
R and βR < − rLs , see point 2) and the pre-

liminary point. The second inequality holds if α ≥ α∗
R, see point 3). Therefore,

when α ≤ α∗∗∗
R , βR < − rLs and α ≥ α∗

R, R does not deviate to the strategy
z = A iff r = rH with y = 0.
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E Proof of corollary 1

∂2CR(y∗H)

∂βR∂y
=
∂x∗H

∂βR
α(rH + βRs) + x∗Hαs > 0

∂2CR(y∗H)

∂βS∂y
=
∂x∗H

∂βS
α(rH + βRs) > 0

∂2CS(x∗H)

∂βR∂x
=
∂y∗H

∂βR
α(s+ βSrH) > 0

∂2CS(x∗H)

∂βS∂x
=
∂y∗H

∂βS
α(s+ βSrH) + y∗HαrH > 0

∂2CR(y∗L)

∂βR∂y
= (1− α)

(
∂x∗L

∂βR
(−rL − βRs)− x∗Ls

)
< 0

∂2CR(y∗L)

∂βS∂y
= (1− α)

∂x∗L

∂βS
(−rL − βRs) > 0

∂2CS(x∗L)

∂βR∂x
= (1− α)

∂y∗L

∂βR
(−s− βSrL) < 0

∂2CS(x∗L)

∂βS∂x
= (1− α)

(
∂y∗L

∂βS
(−s− βSrL)− y∗LrL

)
> 0

F Proof of proposition 4

First, when α = α∗
R, R’s optimal effort in the CH equilibrium (y∗H) is strictly

higher than in the CL equilibrium (y∗L) provided that:

∂CR(y∗H)

∂y
= x∗Hα∗

R(rH + βRs) = x∗H
−rL − βRs
rH − rL

(rH + βRs)

∂CR(y∗L)

∂y
= x∗L(1− α∗

R)(−rL − βRs) = x∗L
rH + βRs

rH − rL
(−rL − βRs)

⇒y∗H > y∗L ⇔ x∗H > x∗L

Second, when α = α∗
R, S’s optimal effort is strictly higher in the CH equi-

librium (x∗H) than in the CL equilibrium (x∗L).
∂CS(x∗H)

∂x = α∗
Ry

∗H(s+ βSrH) = −rL−βRs
rH−rL y∗H(s+ βSrH)

∂CS(x∗L)
∂x = (1− α∗

R)y∗L(−s− βSrL) = rH+βRs
rH−rL y∗L(−s− βSrL)

⇒ x∗H > x∗L
(
→ y∗H > y∗L

)
⇔ (−rL − βRs)(s+ βSrH) > (rH + βRs)(−s− βSrL)

⇔ βRβS < 1
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G Proof of proposition 5

The CH equilibrium exists only if − s
rH

< βS and − rHs < βR (see proposition
2). Let me calculate the impact of the agents’ social preferences on α∗∗

S and α∗∗
R

when − s
rH

< βS and − rHs < βR.

∂α∗∗
S

∂βS
=

A − B

(x∗Hy∗H(s+ βSrH))
2

with A =
∂CS(x∗H)

∂x

∂x∗H

∂βS
x∗Hy∗H(s+ βSrH)

=
∂x∗H

∂βS
α∗∗
S x

∗H(y∗H)2(s+ βSrH)2

= CS(x∗H)
∂x∗H

∂βS
y∗H(s+ βSrH)

with B = CS(x∗H)

((
∂x∗H

∂βS
y∗H +

∂y∗H

∂βS
x∗H

)
(s+ βSrH) + x∗Hy∗HrH

)

⇒ ∂α∗∗
S

∂βS
=
−CS(x∗H)

(
∂y∗H

∂βS
(s+ βSrH) + y∗HrH

)
x∗H (y∗H(s+ βSrH))

2 < 0

⇒ ∂α∗∗
S

∂βR
=

−CS(x∗H)∂y
∗H

∂βR

x∗H(s+ βSrH)(y∗H)2
< 0

⇒ ∂α∗∗
R

∂βR
=
−CR(y∗H)

(
∂x∗H

∂βR
(rH + βRs) + x∗Hs

)
y∗H (x∗H(rH + βRs))

2 < 0

⇒ ∂α∗∗
R

∂βS
=

−CR(y∗H)∂x
∗H

∂βS

(x∗H)2y∗H(rH + βRs)
< 0

These 4 terms are negative because ∂x∗H

∂βS
, ∂y∗H

∂βS
, ∂x∗H

∂βR
and ∂y∗H

∂βR
are strictly

higher than zero (see corollary 1).

The CL equilibrium exists only if − s
rL
< βS and βR <

−rL
s (see proposition

5). Let me calculate the impact of the agents’ social concerns on α∗∗∗
S and α∗∗∗

R

9



when − s
rL
< βS and − rHs < βR <

−rL
s .

∂α∗∗∗
S

∂βS
=
−∂CS(x∗L)

∂x
∂x∗L

∂βS
x∗Ly∗L(−s− βSrL)

(x∗Ly∗L(−s− βSrL))
2

+
CS(x∗L)

[(
∂x∗L

∂βS
y∗L + ∂y∗L

∂βS
x∗L
)

(−s− βSrL)− rLx∗Ly∗L
]

(x∗Ly∗L(−s− βSrL))
2

=
CS(x∗L)

[
∂y∗L

∂βS
(−s− βSrL)− rLy∗L

]
x∗L (y∗L(−s− βSrL))

2 > 0

∂α∗∗∗
S

∂βR
=
−∂CS(x∗L)

∂x
∂x∗L

∂βR
x∗Ly∗L(−s− βSrL)

(x∗Ly∗L(−s− βSrL))
2

+
CS(x∗L)

(
∂x∗L

∂βR
y∗L + ∂y∗L

∂βR
x∗L
)

(−s− βSrL)

(x∗Ly∗L(−s− βSrL))
2

=
CS(x∗L)∂y

∗L

∂βR

x∗L (y∗L)
2

(−s− βSrL)
< 0

∂α∗∗∗
R

∂βR
=
−∂CR(y∗L)

∂y
∂y∗L

∂βR
x∗Ly∗L(−rL − βRs)

(x∗Ly∗L(−rL − βRs))2

+
−CR(y∗L)

[(
∂x∗L

∂βR
y∗L + ∂y∗L

∂βR
x∗L
)

(−rL − βRs)− sx∗Ly∗L
]

(x∗Ly∗L(−rL − βRs))2

=
CR(y∗L)

[
∂x∗L

∂βR
(−rL − βRs)− sx∗L

]
y∗L (x∗L(−rL − βRs))2

< 0

∂α∗∗∗
R

∂βS
=
−∂CR(y∗L)

∂y
∂y∗L

∂βS
x∗Ly∗L(−rL − βRs)

(x∗Ly∗L(−rL − βRs))2

+
CR(y∗L)

(
∂x∗L

∂βS
y∗L + ∂y∗L

∂βS
x∗L
)

(−rL − βRs)

(x∗Ly∗L(−rL − βRs))2

=
CR(y∗L)∂x

∗L

∂βS

(x∗L)
2
y∗L(−rL − βRs)

> 0

The terms
∂α∗∗∗

S

∂βS
and

∂α∗∗∗
R

∂βS
are strictly positive because ∂x∗L

∂βS
and ∂y∗L

∂βS
are

strictly higher than zero. The terms
∂α∗∗∗

S

∂βR
and

∂α∗∗∗
R

∂βR
are strictly negative because
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∂x∗L

∂βR
and ∂y∗L

∂βR
are strictly lower than zero (see corollary 2).

Finally, the impact of social preferences on the threshold α∗
R is straightfor-

ward:
∂α∗

R

∂βR
= −s

rH−rL and
∂α∗

R

∂βS
= 0.

H Choice between the action z1 (z2) = A iff r =
rH and the action z1 (z2) = A unless r = rL

R1 prefers to choose action z1 = A iff r = rH than the action z1 = A unless
r = rL provided that:

UR1(z1 = A iff r = rH) ≥ UR1(z1 = A unless r = rL)⇔ xy1α(rH + βR1s)

− CR(y1) ≥ xy1α(rH + βR1s) + (1− xy1)(αrH + (1− α)rL + βR1s)− CR(y1)

⇔α ≤ −rL − βR1s

rH − rL
= α∗

R1

Similarly, R2 prefers to choose action z2 = A iff r = rH than the action z2 = A
unless r = rL if and only if α ≤ −rL−βR2s

rH−rL = α∗
R2.

I Uncertainty: proof that there always exists an
equilibrium without communication

I am going to show that:
i) if α ≤ α∗

R1, the babbling equilibrium (x∗ = y∗1 = y∗2 = 0; z∗1 = z∗2 = A iff
r = rH) always exists;

ii) if α ≥ α∗
R2, the real authority equilibrium (x∗ = y∗1 = y∗2 = 0; z∗1 = z∗2 = A

unless r = rL) always exists; and
iii) if α∗

R1 ≤ α ≤ α∗
R2, the babbling - real authority equilibrium (x∗ = y∗1 =

y∗2 = 0; z∗1 = A unless r = rL and z∗2 = A iff r = rH) always exists.

i) In the babbling equilibrium, no one communicates and both types of
receivers never accept the project (y∗1 = y∗2 = x∗ = 0 and z∗1 = z∗2 = A iff
r = rH).

In this equilibrium, the agents’ utility are equal to zero.

The babbling equilibrium exists provided that the following condi-
tions hold :

1) S, R1 and R2 never deviate to a strictly positive effort because
communicating when the other player is not exerting any effort
is useless.

2) R1 does not deviate to z1 = A unless r = rL provided that
α ≤ α∗

R1.

11



Similarly, R2 does not deviate to y2 = 0 and z2 = A unless r = rL
provided that α ≤ α∗

R2.

The variable α∗
R2 is always higher than the variable α∗

R1 since βR1 >
βR2.

ii) In the real authority equilibrium, no one communicates and both
types of receivers always accept the project (y∗1 = y∗2 = x∗ = 0 and z∗1 = z∗2 = A
unless r = rL).

In this equilibrium, the agents’ utility functions are the following:

UR1 = αrH + (1− α)rL + βR1s

UR2 = αrH + (1− α)rL + βR2s

US = s+ βS (αrH + (1− α)rL)

This equilibrium exists provided that the following conditions hold:

1) R1 (R2) does not deviate to the strategy y1 = 0 (y2 = 0) and z1
(z2) = A iff r = rH provided that α ≥ α∗

R1 (α ≥ α∗
R2).

Since βR1 > βR2, α∗
R1 is lower than α∗

R2.

It is not necessary to study the deviation to any other strategy be-
cause S, R1 and/or R2 never deviate to a positive effort. Com-
municating while the other player is not exerting any effort is
useless.

iii) In the babbling - real authority equilibrium , no one communicates;
R1 always accepts the project and R2 never accepts the project (y∗1 = y∗2 = x∗ =
0; z∗1 = A unless r = rL and z∗2 = A iff r = rH).

In this equilibrium, the agents’ utilities are the following:

UR1 = αrH + (1− α)rL + βR1s

UR2 = 0

US = λs+ βSλ (αrH + (1− α)rL)

The babbling - real authority equilibrium exists provided that the
following conditions hold:

1) R1 does not deviate to the strategy y1 = 0 and z1 = A iff r = rH
provided that α ≥ α∗

R1.

2) R2 does not deviate to the strategy y2 = 0 and z2 = A unless
r = rL provided that α ≤ α∗

R2.

3) It is not necessary to study the deviation to any other strategy
because S, R1 and R2 never deviate to a positive communication
effort. Communicating while the other player is not exerting any
effort is useless.

This proof follows the same reasoning as when S knows the receiver’s
social preferences.
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J Uncertainty: proofs of the statements when
α ≤ α∗R1

Let me first state and prove the 3 possible equilibria when α ≤ α∗
R1.

J.1 Equilibrium A

In this equilibrium, everyone communicates; R1 and R2 take action A if and
only if they learn through communication that the project is of high quality
(y∗A1 6= 0; y∗A2 6= 0; x∗A 6= 0 and z∗1 = z∗2 = A iff r = rH).

In this equilibrium, the agents’ utilities are the following:

UR1 = x∗Ay∗A1 α(rH + βR1s)− CR(y∗A1 )− βR1CS(x∗A)

UR2 = x∗Ay∗A2 α(rH + βR2s)− CR(y∗A2 )− βR2CS(x∗A)

US = x∗A(λy∗A1 + (1− λ)y∗A2 )α(s+ βSrH)− CS(x∗A)

− βS(λCR(y∗A1 ) + (1− λ)CR(y∗A2 ))

Therefore, the agents’ optimal communication efforts are a function of:

∂CR(y∗A1 )

∂y1
= x∗Aα(rH + βR1s)

∂CR(y∗A2 )

∂y2
= x∗Aα(rH + βR2s)

∂CS(x∗A)

∂x
= λy∗A1 α(s+ βSrH)

Before stating and proving the conditions of existence of the equilibrium A, let
me define the variables that determine the lower bound of the interval of α in
which this equilibrium exists.

α∗∗A
R1 =

CR(y∗A1 )

x∗Ay∗A1 (rH + βR1s)

α∗∗A
S =

CS(x∗A)

x∗A(λy∗A1 + (1− λ)y∗A2 )(s+ βSrH)

α∗∗A
R2 =

CR(y∗A2 )

x∗Ay∗A2 (rH + βR2s)

If S exerts a strictly positive effort x∗A and if βR1 > − rHs (βR2 > − rHs ), the
variable α∗∗A

R1 (α∗∗A
R2 ) represents the minimum congruence parameter above which

R1 (R2) does not deviate from y∗A1 (y∗A2 ) with z1 (z2) = A iff r = rH to a zero
communication effort with z1 (z2) = A iff r = rH .

Note that α∗∗A
R1 is lower than α∗∗A

R2 because βR1 > βR2.
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If R1 and R2 exert a strictly positive effort, respectively y∗A1 and y∗A2 , and
if βS > − s

rH
, the variable α∗∗A

S represents the minimum congruence parameter
above which S does not deviate to a zero communication effort.

The equilibrium A exists provided that the following conditions hold:

i) max
{
α∗∗A
R2 ; α∗∗A

S

}
≤ α ≤ α∗

R1

ii)− s

rH
< βS and −

rH
s
< βR2

Proof. Notice first that this equilibrium exists only if βR2 > − rHs and βS >
− s
rH

. Both conditions must hold in order for R1, R2 and S to communicate

in this equilibrium:
∂CR(y∗A1 )

∂y1
= x∗Aα(rH + βR1s) > 0,

∂CR(y∗A2 )
∂y2

= x∗Aα(rH +

βR2s) > 0 and ∂CS(x∗A)
∂x = (λy∗A1 + (1− λ)y∗A2 )α(s+ βSrH) > 0.

The equilibrium A exists provided that the following conditions hold:

1) S does not deviate to x = 0 provided that α ≥ CS(x∗A)

x∗A(λy∗A1 +(1−λ)y∗A2 )(s+βSrH)
=

α∗∗A
S .

2) R1 does not deviate to y1 = 0 and z1 = A iff r = rH provided that

α ≥ CR(y∗A1 )

x∗Ay∗A1 (rH+βR1s)
= α∗∗A

R1 .

Similarly, R2 does not deviate to y2 = 0 and z2 = A iff r = rH provided

that α ≥ CR(y∗A2 )

x∗Ay∗A2 (rH+βR2s)
= α∗∗A

R2 .

3)a) R1 does not deviate to the strategy z1 = A unless r = rL with y1 6= 0
provided that α ≤ −rL−βR1s

rH−rL = α∗
R1.

Similarly, R2 does not deviate to the strategy z2 = A unless r = rL with
y2 6= 0 provided that α ≤ −rL−βR2s

rH−rL = α∗
R2.

b) R1 does not deviate to the strategy z1 = A unless r = rL with y1 = 0
provided that:

UR1(y∗A1 ;x∗A; z∗1 = A iff r = rH)) ≥ UR1(y1 = 0;x∗A; z1 = A iff r = rH)

≥ UR1(y1 = 0;x∗A; z1 = A unless r = rL)

The first inequality holds if α ≥ α∗∗A
R1 and βR1 > − rHs , see point 2) and the

preliminary point. The second inequality holds if α ≤ α∗
R1, see point 3)a).

Therefore, when α ≥ α∗∗A
R1 , βR1 > − rHs and α ≤ α∗

R1, R1 does not deviate to
the strategy z1 = A unless r = rL with y1 = 0.

A similar reasoning holds for R2.

The proof follows the same reasoning as when S knows the receiver’s social
preferences.
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J.2 Equilibrium B

This equilibrium could be called the talking to a brick wall - communicat-
ing to get a project of high quality equilibrium. In this equilibrium, every-
one communicates except R2 (with βR1 > βR2); R2 never takes action A and
R1 takes action A if and only if he learns that the project is of high quality
(y∗B1 6= 0; y∗B2 = 0; x∗B 6= 0 and z∗1 = z∗2 = A iff r = rH).

In this equilibrium, the agents’ utilities are the following:

UR1 = x∗By∗B1 α(rH + βR1s)− CR(y∗B1 )− βR1CS(x∗B)

UR2 = −βR2CS(x∗B)

US = λx∗By∗B1 α(s+ βSrH)− CS(x∗B)− βSλCR(y∗B1 )

Therefore, the agents’ optimal communication efforts are a function of:

∂CR(y∗B1 )

∂y1
= x∗Bα(rH + βR1s)

∂CS(x∗B)

∂x
= λy∗B1 α(s+ βSrH)

Before stating and proving the conditions of existence of the equilibrium B, let
me define the variables that determine the lower and the upper bounds of the
interval of α in which this equilibrium exists.

α∗∗B
R1 =

CR(y∗B1 )

x∗By∗B1 (rH + βR1s)
and α∗∗B

S =
CS(x∗B)

x∗Bλy∗B1 (s+ βSrH)

α∗∗B
R2 =

CR(y2)

x∗Bydev2 (rH + βR2s)
with

∂CR(ydev2 )

∂y2
= x∗Bα(rH + βR2s)

If S exerts a strictly positive effort x∗B , if z1 = A iff r = rH and if βR1 > − rHs ,
the variable α∗∗B

R1 represents the minimum congruence parameter above which
R1 does not deviate from this equilibrium to a zero communication effort with
z1 = A iff r = rH .

If R1 exerts a strictly positive effort y∗B1 with z1 = A iff r = rH , if R2 does
not communicate with z2 = A iff r = rH , and if βS > − s

rH
, the variable α∗∗B

S

represents the minimum congruence parameter above which S does not deviate
from this equilibrium to a zero communication effort.

If S exerts a strictly positive effort x∗B , if z2 = A iff r = rH and if βR2 > − rHs ,
the variable α∗∗B

R2 represents the maximum congruence parameter under which
R2 does not deviate from this equilibrium to a strictly positive effort with z2 = A
iff r = rH .
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The equilibrium B exists provided that the following conditions hold:

i) max
{
α∗∗B
R1 ; α∗∗B

S

}
≤ α ≤ α∗

R1

ii)α ≤ α∗∗B
R2 if βR2 > −

rH
s
OR βR2 ≤ −

rH
s

iii)− s

rH
< βS and −

rH
s
< βR1

Proof. Notice first that this equilibrium exists only if βR1 > − rHs and βS >
− s
rH

. Both conditions must hold in order for R1 and S to communicate in

this equilibrium:
∂CR(y∗B1 )

∂y1
= x∗Bα(rH + βR1s) > 0 and ∂CS(x∗B)

∂x = λy∗B1 α(s +

βSrH) > 0.

This equilibrium exists provided that the following conditions hold:

1) a) S does not deviate to x = 0 provided that α ≥ CS(x∗B)

x∗By∗B1 λ(s+βSrH)
= α∗∗B

S .

b) R1 does not deviate to y1 = 0 and z1 = A iff r = rH provided that

α ≥ CR(y∗B1 )

x∗By∗B1 (rH+βR1s)
= α∗∗B

R1 .

2) Notice first that if βR2 ≤ − rHs , R2 does not deviate to a strictly positive

effort with z2 = A iff r = rH :
∂CR(ydev2 )

∂y2
= x∗Bα(rH + βR2s) ≤ 0 if βR2 ≤ − rHs .

If βR2 > − rHs , R2 does not deviate to ydev2 6= 0 and z2 = A iff r = rH

provided that α ≤ CR(ydev2 )

x∗Bydev2 (rH+βR2s)
= α∗∗B

R2 .

3)a) R1 does not deviate to the strategy z1 = A unless r = rL with y1 6= 0
provided that α ≤ α∗

R1.
b) R2 does not deviate to the strategy z2 = A unless r = rL with y2 = 0

provided that α ≤ α∗
R2.

c) R1 does not deviate to the strategy z1 = A unless r = rL with y1 = 0
provided that:

UR1(y∗B1 ;x∗B ; z∗1 = A iff r = rH)) ≥ UR1(y1 = 0;x∗B ; z1 = A iff r = rH)

≥ UR1(y1 = 0;x∗B ; z1 = A unless r = rL)

The first inequality holds if α ≥ α∗∗B
R1 and βR1 > − rHs , see point 1)b) and the

preliminary point. The second inequality holds if α ≤ α∗
R1, see point 3)a).

Therefore, when α ≥ α∗∗B
R1 , βR1 > − rHs and α ≤ α∗

R1, R1 does not deviate to
the strategy z1 = A unless r = rL with y1 = 0.

d) R2 does not deviate to the strategy z2 = A unless r = rL with y2 6= 0
provided that:

UR2(y∗B2 = 0; x∗B ; z∗2 = A iff r = rH) ≥ UR2(y2 6= 0; x∗B ; z2 = A iff r = rH)

≥ UR2(y2 6= 0; x∗B ; z2 = A unless r = rL)

The first inequality holds if one of the two following conditions hold: i) α ≤ α∗∗B
R2

if βR2 > − rHs ; or ii) βR2 ≤ − rHs , see point 2). The second inequality holds if
α ≤ α∗

R2, see point 3)b).
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The proof follows the same reasoning as when S knows the receiver’s social
preferences.

The results are now straightforward to prove.

Result a) When α < α∗
R1, R1 exerts a weakly higher effort than R2.

Let me compare R1’s and R2’s optimal efforts in these 3 equilibria

In the babbling equilibrium (see section I of the appendix), R1 and
R2 do not communicate.

In equilibrium A, R1 exerts a higher effort than R2 since βR1 > βR2.

In equilibrium B, R1 exerts a strictly positive effort while R2 does
not communicate.

Result b) When α < α∗
R1, if R1 exerts a strictly positive effort in the standard

case (S knows R’s social preferences), R1 exerts a lower effort in the uncertainty
case (S does not know the receiver’s social preferences) than in the standard case.

When α < α∗
R1, if R2 exerts a strictly positive effort in the uncertainty case,

R2 exerts a higher effort in the uncertainty case than in the standard case.

In order prove this result, I am going to compare, between the standard and
the uncertainty cases, first the agents’ effort and then the conditions of existence
of the equilibria prevailing when α < α∗

R1.

When α < α∗
R1, the agents communicate only in the CH equilibrium of

the standard case and only in the equilibria A and B when S does not know
the receiver’s social preferences (except for R2 that does not communicate in
equilibrium B).

R1 (R2)’s level of effort is a function of:

- In the CH equilibrium:
∂CR(y∗H1 )

∂y1
= αx∗H(rH+βR1s) (

∂CR(y∗H2 )
∂y2

= αx∗H(rH+

βR2s);

- In the equilibrium A:
∂CR(y∗A1 )

∂y1
= αx∗A(rH +βR1s) (

∂CR(y∗A2 )
∂y2

= αx∗H(rH +

βR2s);

- In the equilibrium B:
∂CR(y∗B1 )

∂y1
= αx∗B(rH + βR1s) (y∗B2 = 0).

Therefore, both types of receivers’ efforts in the uncertainty case differ from
the ones in the standard case only because of S’s effort (except for R2 in equi-
librium B):

- In the CH equilibrium: ∂CS(x∗H)
∂x = αy∗H1 (s+ βSrH) (∂CS(x∗H)

∂x = αy∗H2 (s+
βSrH)) when S is matched with R1 (R2);

- In the equilibrium A: ∂CS(x∗A)
∂x = α(λy∗A1 + (1− λ)y∗A2 )(s+ βSrH);

- In the equilibrium B: ∂CS(x∗B)
∂x = αλy∗B1 (s+ βSrH).

Therefore, all other things being equal,
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i) R1 (R2) and S’s effort is lower (higher) in the equilibrium A than in the
CH equilibrium;

ii) R1/R2 and the S’s effort is lower in the equilibrium B than in the CH
equilibrium.

In these statements i and ii, it is assumed that these equilibria exist for a
same value of α; let me at present compare the conditions of existence of these
equilibria.

In the region α ≤ α∗
R1, the upper bound is:

- In the CH equilibrium: α∗
R1;

- In the equilibrium A: α∗
R1;

- In the equilibrium B: α∗∗B
R2 if α∗∗B

R2 < α∗
R1 and if βR2 >

−rH
s ; otherwise it is

α∗
R1.

In the region α ≤ α∗
R1, the lower bound is:

- In the CH equilibrium: max {α∗∗
R ; α∗∗

S };
- In the equilibrium A: max

{
α∗∗A
R2 ; α∗∗A

S

}
;

- In the equilibrium B: max
{
α∗∗B
R1 ; α∗∗B

S

}
.

Therefore, on the one hand, if the equilibria A and/or B exist in the uncer-
tainty case, the CH equilibrium also exists for R1 and S in the standard case.
Thus, if R1 exerts a strictly positive effort in the standard case, R1 exerts a
lower effort in the uncertainty case than in the standard case.

On the other hand, if the CH equilibrium exists for R2 and S in the standard
case, the equilibrium A also exists for R2 and S in the uncertainty case. There-
fore, if R2 exerts a strictly positive effort in the uncertainty case, R2 exerts a
higher effort in the uncertainty case than in the standard case.

K Uncertainty: proofs of the statements when
α ≥ α∗R2

Let me first state and prove the 2 possible equilibria involving communication
when α ≥ α∗

R2.

K.1 Equilibrium C

In this equilibrium, everyone communicates and both types of receivers accept
the project unless they learn that the project is of low quality (y∗C1 6= 0, y∗C2 6= 0,
x∗C 6= 0 and z∗1 = z∗2 = A unless r = rL).
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In this equilibrium, the agents’ utility functions are the following:

UR1 = αrH + (1− x∗Cy∗C1 )(1− α)rL − CR(y
∗C
1 ) + βR1((1− x∗Cy∗C1 (1− α))s− CS(x

∗C))

UR2 = αrH + (1− x∗Cy∗C2 )(1− α)rL − CR(y
∗C
2 ) + βR2((1− x∗Cy∗C2 (1− α))s− CS(x

∗C))

US = (1− x∗C(λy∗C1 + (1− λ)y∗C2 )(1− α))s− CS(x
∗C) + βS(αrH+

(1− x∗C(λy∗C1 + (1− λ)y∗C2 ))(1− α)rL − λCR(y
∗C
1 )− (1− λ)CR(y

∗C
2 ))

The agents’ optimal efforts are a function of:

∂CR(y∗C1 )

∂y1
= x∗C(1− α)(−rL − βR1s)

∂CR(y∗C2 )

∂y2
= x∗C(1− α)(−rL − βR2s)

∂CS(x∗C)

∂x
= (λy∗C1 + (1− λ)y∗C2 )(1− α)(−s− βSrL)

Before stating and proving the conditions of existence of the equilibrium C,
let me define the variables that determine the lower bound of the interval of α
in which this equilibrium exists.

α∗∗∗C
S = 1− CS(x∗C)

x∗C(λy∗C1 + (1− λ)y∗C2 )(−s− βSrL)

α∗∗∗C
R1 = 1− CR(y∗C1 )

x∗Cy∗C1 (−rL − βR1s)

α∗∗∗C
R2 = 1− CR(y∗C2 )

x∗Cy∗C2 (−rL − βR2s)

If S exerts a strictly positive effort x∗C , if z1(z2) = A unless r = rL and
if βR1 <

−rL
s (βR2 <

−rL
s ), the variable α∗∗∗C

R1 (α∗∗∗C
R2 ) represents the maximum

congruence parameter under which R1 (R2) does not deviate from y∗C1 (y∗C2 )
with z1 (z2) = A unless r = rL to a zero effort with z1 (z2) = A unless r = rL.

If R1 and R2 exert a strictly positive effort, respectively y∗C1 and y∗C2 , if
z1 = z2 = A unless r = rL and if βS > − s

rL
, the variable α∗∗∗C

S represents the
maximum congruence parameter under which S does not deviate from an effort
x∗C to a zero effort.

The equilibrium C exists provided that the following conditions hold:

i)α∗
R2 ≤ α ≤ min

{
α∗∗∗C
S ;α∗∗∗C

R1

}
ii)βR1 <

−rL
s

and βS >
s

−rL

Proof. Notice first that this equilibrium exists only if βR1 < −rL
s and

βS >
s

−rL . Both conditions must hold in order for R1, R2 and S to communicate

in this equilibrium:
∂CR(y∗C1 )

∂y1
= x∗C(1−α)(−rL−βR1s) > 0,

∂CR(y∗C2 )
∂y2

= x∗C(1−
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α)(−rL−βR2s) > 0 and ∂CS(x∗C)
∂x = (1−α)(λy∗C1 + (1−λ)y∗C2 )(−s−βSrL) > 0.

This equilibrium exists provided that the following conditions hold:
1) S does not deviate to x = 0 provided that α ≤ α∗∗∗C

S .
2) R1 (R2) does not deviate to y1 = 0 (y2 = 0) and z1 (z2) = A unless

r = rL provided that α ≤ α∗∗∗C
R1 (α ≤ α∗∗∗C

R2 ).
The variable α∗∗∗C

R2 is higher than the variable α∗∗∗C
R1 because βR2 < βR1.

3) R1 (R2) does not deviate to y1 6= 0 (y2 6= 0) and z1 (z2) = A iff r = rH
provided that α ≥ α∗

R1 (α ≥ α∗
R2).

Similarly, R2 does not deviate to y2 6= 0 and z2 = A iff r = rH provided
that α ≥ α∗

R2.
The variable α∗

R1 is lower than the variable α∗
R2 because βR2 < βR1.

4) R1 does not deviate to the strategy z1 = A iff r = rH with y1 = 0 provided
that:

UR1(y∗C1 ; x∗C ; z∗1 = A unless r = rL) ≥ UR1(y1 = 0;x∗C ; z1 = A unless r = rL)

≥ UR1(y1 = 0;x∗C ; z1 = A iff r = rH)

The first inequality holds if α ≤ α∗∗∗C
R1 and βR1 < − rLs , see point 2) and the pre-

liminary point. The second inequality holds if α ≥ α∗
R1, see point 3). Therefore,

when α ≤ α∗∗∗C
R1 , βR1 < − rLs and α ≥ α∗

R1, R1 does not deviate to the strategy
z1 = A iff r = rH with y1 = 0.

A similar reasoning holds for R2.
The proof follows the same reasoning as when S knows the receiver’s social

preferences.

K.2 Equilibrium D

In this equilibrium, R1 does not communicate while S and R2 communicate; R1
always accepts the project while R2 accepts the project unless he learns through
communication that the project is of low quality (y∗D1 = 0; y∗D2 6= 0; x∗D 6= 0;
z∗1 = z∗2 = A unless r = rL).

S’s authority towards R1 is not imposed but chosen. R1 could communicate
with S but this would decrease his utility.

In this equilibrium, the agents’ utility functions are the following:

UR1 = αrH + (1− α)rL + βR1(s− CS(x
∗D))

UR2 = αrH + (1− x∗Dy∗D2 )(1− α)rL − CR(y
∗D
2 ) + βR2((1− x∗Dy∗D2 (1− α))s− CS(x

∗D))

US = λs+ (1− x∗Dy∗D2 (1− α))(1− λ)s− CS(x
∗D) + βS(

αrH +
(
λ(1− α)rL + (1− λ)(1− x∗Dy∗D2 )(1− α)rL

)
− (1− λ)CR(y

∗D
2 )

)
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Therefore, R2’s and S’s optimal efforts are a function of:

∂CR(y∗D2 )

∂y2
= x∗D(1− α)(−rL − βR2s)

∂CS(x∗D)

∂x
= (1− λ)y∗D2 (1− α)(−s− βSrL)

Before stating and proving the conditions of existence of the equilibrium D,
let me define the variables that determine the lower and the upper bounds of
the interval of α in which this equilibrium exists.

α∗∗∗D
S = 1− CS(x∗D)

x∗D(1− λ)y∗D2 (−s− βSrL)
;α∗∗∗D

R2 = 1− R(y∗D2 )

x∗Dy∗D2 (−rL − βR2s)
;

if βR1 < −
rL
s
, α∗∗∗D

R1 = 1− CR(ydev1 )

x∗Dydev1 (−rL − βR1s)

with
∂CR(ydev1 )

∂y1
= x∗D(1− α)(−rL − βR1s)

If R2 exerts a strictly positive effort y∗D2 with z2 = A unless r = rL, if R1
does not communicate with z1 = A unless r = rL, and if βS >

s
−rL , the variable

α∗∗∗D
S represents the maximum congruence parameter under which S does not

deviate from this equilibrium to a zero communication effort.
If S exerts a strictly positive effort x∗D, if z1 = A unless r = rL and if

βR1 < − rLs , the variable α∗∗∗D
R1 represents the minimum congruence parameter

above which R1 does not deviate from this equilibrium to a communication
effort ydev1 with z1 = A unless r = rL.

If S exerts a strictly positive effort x∗D, if z2 = A unless r = rL and if
βR2 <

−rL
s , the variable α∗∗∗D

R2 represents the maximum congruence parameter
under which R2 does not deviate from this equilibrium to a zero effort with
z2 = A unless r = rL.

The equilibrium D exists provided that the following conditions hold:

i)α∗
R2 ≤ α ≤ min

{
α∗∗∗D
S ;α∗∗∗D

R2

}
ii)α ≥ α∗∗∗D

R1 if βR1 <
−rL
s

OR βR1 ≥
−rL
s

iii)βR2 <
−rL
s

and βS >
s

−rL

Proof. The proof follows the same reasoning as when S knows the receiver’s
social preferences.

Notice first that this equilibrium exists only if βR2 <
−rL
s and βS > s

−rL .
Both conditions must hold in order for R2 and S to communicate in this equi-

librium:
∂CR(y∗D2 )

∂y2
= x∗D(1−α)(−rL−βR2s) > 0 and ∂CS(x∗D)

∂x = (1−λ)y∗D2 (1−
α)(−s− βSrL) > 0.
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The equilibrium D exists provided that the following conditions hold:
1) S does not deviate to x = 0 provided that α ≤ α∗∗∗D

S .
2)a) R2 does not deviate to y2 = 0 and z2 = A unless r = rL provided that

α ≤ α∗∗∗D
R2 .

2)b) Notice first that if βR1 ≥ −rL
s , R1 does not deviate to a strictly positive

effort with z1 = A unless r = rL:
∂CR(ydev1 )

∂y1
= x∗D(1− α)(−rL − βR1s) ≤ 0.

If βR1 <
−rL
s , R1 does not deviate to a strictly positive effort ydev1 and z1 = A

unless r = rL provided that:

UR1(y∗D1 = 0; x∗D; z∗1 = A unless r = rL) ≥ UR1(ydev1 ; x∗D; z1 = A unless r = rL)

⇔ αrH + (1− α)rL + βR1(s− CS(x∗D)) ≥ x∗Dydev1 αrH + (1− x∗Dydev1 )

(αrH + (1− α)rL)− CR(ydev1 ) + βR1(x∗Dydev1 αs+ (1− x∗Dydev1 )s− CS(x∗D))

⇔ α ≥ 1− CR(ydev1 )

x∗Dydev1 (−rL − βR1s)
= α∗∗∗D

R1

3)a) R2 does not deviate to y2 6= 0 and z2 = A iff r = rH provided that
α ≥ α∗

R2.
b) R1 does not deviate to y1 = 0 and z1 = A iff r = rH provided that

α ≥ α∗
R1.

4) R2 does not deviate to the strategy z2 = A iff r = rH with y2 = 0 provided
that:

UR2(y∗D2 ;x∗D; z∗2 = A unless r = rL)) ≥ UR2(y2 = 0;x∗D; z∗2 = A unless r = rL)

≥ UR2(y2 = 0;x∗D; z2 = A iff r = rH)

The first inequality holds if α ≤ α∗∗∗D
R2 and βR2 <

−rL
s , see point 2)a) and the

preliminary point. The second inequality holds if α ≥ α∗
R2, see point 3)a).

Therefore, when α ≤ α∗∗∗D
R2 , βR2 <

−rL
s and α ≥ α∗

R2, R2 does not deviate to
the strategy z2 = A iff r = rH with y2 = 0.

5) R1 does not deviate to the strategy z1 = A iff r = rH with y1 6= 0 provided
that:

UR1(y∗D1 = 0;x∗D; z1 = A unless r = rL) ≥ UR1(y1 6= 0;x∗D; z1 = A unless r = rL)

≥ UR1(y1 6= 0;x∗D; z1 = A iff r = rH)

The first inequality holds if one of the two following conditions hold: i) α ≥ α∗∗∗D
R1

if βR1 < − rLs ; or ii) βR1 ≥ − rLs , see point 2)b). The second inequality holds if
α ≥ α∗

R1, see point 3)b).

The results are now straightforward to prove.

Result a) When α ≥ α∗
R2, R2 exerts a weakly higher effort than R1.

Let me compare R1’s and R2’s optimal efforts in these 3 equilibria.
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There always exist an equilibrium without communication (cf. sec-
tion I of the appendix).

In the equilibrium C, R2 exerts a strictly higher effort than R1 since
βR1 > βR2.

In the equilibrium D, R2 exerts a strictly positive effort while R1
does not communicate.

Result b) When α ≥ α∗
R2, if R1 exerts a strictly positive effort in the un-

certainty case, R1 exerts a higher effort in the uncertainty case than when he
does.

Similarly, when α ≥ α∗
R2, if R2 exerts a strictly positive effort when S knows

the receiver’s social preferences, R2 exerts a lower effort in the uncertainty case
than when he does.

In order prove this result, I am going to compare, between the uncertainty
case and the standard case, first the agents’ effort and then the conditions of
existence of the equilibria prevailing when α > α∗

R2.

When α > α∗
R2, the agents communicate only in the CL equilibrium in the

uncertainty case and in the equilibria C and D in the uncertainty case (except
for R1 that does not communicate in equilibrium D).

R2’s (R1’s) level of effort is a function of:

- In the CL equilibrium:
∂CR(y∗L2 )

∂y2
= (1 − α)x∗L(−rL − βR2s) (

∂CR(y∗L1 )
∂y1

=

(1− α)x∗L(−rL − βR1s));

- In the equilibrium C:
∂CR(y∗C2 )

∂y2
= (1 − α)x∗C(−rL − βR2s) (

∂CR(y∗C1 )
∂y1

=

(1− α)x∗C(−rL − βR1s));

- In the equilibrium D:
∂CR(y∗D2 )

∂y2
= (1− α)x∗D(−rL − βR2s) (y∗D1 = 0).

Therefore, R1’s (R2’s) effort in the uncertainty case differs from the standard
case because of S’s effort (except for R1 in the equilibrium D):

- In the CL equilibrium: ∂CS(x∗L)
∂x = (1 − α)y∗L1 (−s − βSrL) (∂CS(x∗L)

∂x =
(1− α)y∗L2 (−s− βSrL)) when S is matched with R1 (R2);

- In the equilibrium C ∂CS(x∗C)
∂x = (1− α)(λy∗C1 + (1− λ)y∗C2 )(−s− βSrL);

- In the equilibrium D ∂CS(x∗D)
∂x = (1− α)(1− λ)y∗D2 (−s− βSrL).

Therefore, all other things being equal,
i) R2’s (R1’s) and S’s efforts are lower (higher) in the equilibrium C than in

the CL equilibrium;
ii) R1’s/R2’s and the S’s efforts are lower in the equilibrium D than in the

CL equilibrium.

In these statements i and ii, it is assumed that these equilibria exist for a
same value of α; let me at present compare the conditions of existence of these
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equilibria.

In the region α ≥ α∗
R2, the lower bound is:

- In the CL equilibrium: α∗
R2;

- In the equilibrium C: α∗
R2;

- In the equilibrium D: α∗∗∗D
R1 if α∗∗∗D

R1 > α∗
R2 and if βR1 <

−rL
s ; otherwise it

is α∗
R2.
In the region α ≥ α∗

R2, the upper bound is:
- In the CL equilibrium: min {α∗∗∗

R ; α∗∗∗
S };

- In the equilibrium C: min
{
α∗∗∗C
R1 ; α∗∗∗C

S

}
;

- In the equilibrium D: min
{
α∗∗∗D
R2 ; α∗∗∗D

S

}
.

Therefore, on the one hand, if the equilibria C or D exist in the uncertainty
case, the CL equilibrium also exists for R2 and S in the standard case. Thus, if
R2 exerts a strictly positive effort in the standard case, R2 exerts a lower effort
in the uncertainty case than in the standard case.

On the other hand, if the CL equilibrium exists for R1 and S in the standard
case, the equilibrium C also exists for R1 and S in the uncertainty case. There-
fore, if R1 exerts a strictly positive effort in the uncertainty case, R1 exerts a
higher effort in the uncertainty case than in the standard case.

L Uncertainty: proofs of the statements when
α∗R1 ≤ α ≤ α∗R2

Let me prove the conditions of existence of the 3 possible equilibria involving
communication when α∗

R1 ≤ α ≤ α∗
R2.

L.1 Equilibrium E

In this equilibrium, every agent communicates; R1 accepts the project unless
he learns that it is of low quality and R2 accepts the project if and only if he
learns that the project is of high quality (y∗E1 6= 0; y∗E2 6= 0; x∗E 6= 0; z∗1 = A
unless r = rL; and z∗2 = A iff r = rH).

In this equilibrium, the agents’ utilities are the following:

UR1 = αrH + (1− x∗Ey∗E1 )(1− α)rL −R(y∗E1 ) + βR1((1− x∗Ey∗E1 (1− α))s− CS(x
∗E))

UR2 = x∗Ey∗E2 αrH − CR(y
∗E
2 ) + βR2(x

∗Ey∗E2 αs− CS(x
∗E))

US = s
(
α
(
λ+ (1− λ)x∗Ey∗E2

)
+ λ(1− x∗Ey∗E1 )(1− α)

)
− CS(x

∗E) + βS (λ(
αrH + (1− x∗Ey∗E1 )(1− α)rL − CR(y

∗E
1 )

)
+ (1− λ)

(
x∗Ey∗E2 αrH − CR(y

∗E
2 )

)
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Therefore, the agents’ optimal efforts are a function of:

∂CR(y∗E1 )

∂y1
= x∗E(1− α)(−rL − βR1s)

∂CR(y∗E2 )

∂y2
= x∗Eα(rH + βR2s)

∂CS(x∗E)

∂x
= (1− λ)y∗E2 α(s+ βSrH) + (1− α)λy∗E1 (−s− βSrL)

Before stating and proving the conditions of existence of the equilibrium E,
let me define the variables that determine the lower and the upper bounds of
the interval of α in which this equilibrium exists.

α∗∗∗E
R1 = 1− R(y∗E1 )

x∗Ey∗E1 (−rL − βR1s)
; α∗∗E

R2 =
R(y∗E2 )

x∗Ey∗E2 (rH + βR2s)

α∗∗∗∗
S =

CS(x∗E) + λx∗Ey∗E1 (s+ βSrL)

x∗E
(
(1− λ)y∗E2 (s+ βSrH) + λy∗E1 (s+ βSrL)

)
If R1 exerts a strictly positive effort y∗E1 with z1 = A unless r = rL, if R2

exerts a strictly positive effort y∗E2 with z2 = A iff r = rH and if (1− λ)y∗E2 (s+
βSrH) + λy∗E1 (s + βSrL) < (≥)0, the variable α∗∗∗∗

S represents the maximum
(minimum) congruence parameter under (above) which S does not deviate from
this equilibrium to a zero communication effort.

If S exerts a strictly positive effort x∗E , if z1 = A unless r = rL and if
βR1 < − rLs , the variable α∗∗∗E

R1 represents the maximum congruence parameter
under which R1 does not deviate from this equilibrium to a zero communication
effort with z1 = A unless r = rL.

If S exerts a strictly positive effort x∗E , if z2 = A iff r = rH and if βR2 >
−rH
s ,

the variable α∗∗E
R2 represents the minimum congruence parameter above which

R2 does not deviate from this equilibrium to a zero communication effort with
z2 = A iff r = rH .

The equilibrium E exists provided that the following conditions hold:

i) max
{
α∗
R1; α∗∗E

R2

}
≤ α ≤ min

{
α∗∗∗E
R1 ; α∗

R2

}
ii)
−rH
s

< βR2 ; βR1 <
−rL
s

and βS >
−(1− λ)y∗E2 αs+ (1− α)λy∗E1 s

(1− λ)y∗E2 αrH − (1− α)λy∗E1 rL

iii)α ≤ (≥)α∗∗∗∗
S if (1− λ)y∗E2 (s+ βSrH) + λy∗E1 (s+ βSrL) < (≥)0

Proof. A part of the proof follows the same reasoning as when S knows the
receiver’s social preferences.

Notice first that this equilibrium exists only if βS >
−(1−λ)y∗E2 αs+(1−α)λy∗E1 s

(1−λ)y∗E2 αrH−(1−α)λy∗E1 rL
,

βR1 <
−rL
s , and βR2 >

−rH
s . Both conditions must hold in order for S, R1 and

R2 to communicate in this equilibrium: ∂CS(x∗E)
∂x = (1 − λ)y∗E2 α(s + βSrH) +
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(1 − α)λy∗E1 (−s − βSrL) > 0,
∂CR(y∗E1 )

∂y1
= x∗E(1 − α)(−rL − βR1s) > 0 and

∂CR(y∗E2 )
∂y21

= x∗Eα(rH + βR2s) > 0.

This equilibrium exists provided that the following conditions hold:
1) S does not deviate to x = 0 provided that:

US(y∗E1 ; y∗E2 ;x∗E ; z∗1 = A unless r = rL; z∗2 = A iff r = rH)

≥ US(y∗E1 ; y∗E2 ; x = 0; z∗1 = A unless r = rL; z∗2 = A iff r = rH)

⇔ s
(
α
(
λ+ (1− λ)x∗Ey∗E2

)
+ λ(1− x∗Ey∗E1 )(1− α)

)
− CS(x∗E) + βS [

λ
(
αrH + (1− x∗Ey∗E1 )(1− α)rL − CR(y∗E1 )

)
+ (1− λ)

(
x∗Ey∗E2 αrH − CR(y∗E2 )

)
≥ sλ+ βS

(
λ
(
αrH + (1− α)rL − CR(y∗E1 )

)
− (1− λ)CR(y∗E2 )

)
⇔ α ≥ (≤)

CS(x∗E) + λx∗Ey∗E1 (s+ βSrL)

x∗E
(
(1− λ)y∗E2 (s+ βSrH) + λy∗E1 (s+ βSrL)

) = α∗∗∗∗
S

if (1− λ)y∗E2 (s+ βSrH) + λy∗E1 (s+ βSrL) ≥ (<) 0

2) R1 does not deviate to y1 = 0 and z1 = A unless r = rL provided that
α ≤ α∗∗∗E

R1 .
3)a) R1 does not deviate to y1 6= 0 and z1 = A iff r = rH provided that

α ≥ α∗
R1.

b) R2 does not deviate to y2 6= 0 and z2 = A unless r = rL provided that
α ≤ α∗

R2.
4) R1 does not deviate to the strategy y1 = 0 and z1 = A iff r = rH provided

that:

UR1(y∗E1 ;x∗E ; z∗1 = A unless r = rL) ≥ UR1(y1 = 0;x∗E ; z1 = A unless r = rL)

≥ UR1(y1 = 0;x∗E ; z1 = A iff r = rH)

The first inequality holds if α ≤ α∗∗∗E
R1 and βR1 < − rLs , see point 2) and the

preliminary point. The second inequality holds if α ≥ α∗
R1, see point 3)a).

Therefore, when α ≤ α∗∗∗E
R1 , βR1 < − rLs and α ≥ α∗

R1, R1 does not deviate to
the strategy z1 = A iff r = rH with y1 = 0.

5) R2 does not to y2 = 0 and z2 = A iff r = rH provided that α ≥ α∗∗E
R2 .

6) R2 does not deviate to the strategy y2 = 0 and z2 = A unless r = rL
provided that:

UR2(y∗E2 ;x∗E ; z∗2 = A iff r = rH) ≥ UR2(y2 = 0;x∗E ; z2 = A iff r = rH)

≥ UR2(y2 = 0;x∗E ; z2 = A unless r = rL)

The first inequality holds if α ≥ α∗∗E
R2 and βR2 > − rHs , see point 5) and the

preliminary point. The second inequality holds if α ≤ α∗
R2, see point 3)b).

Therefore, when α ≥ α∗∗E
R2 , βR2 > − rHs and α ≤ α∗

R2, R2 does not deviate to
the strategy y2 = 0 and z2 = A unless r = rL.
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L.2 Equilibrium F

In this equilibrium, R2 does not communicate while S and R1 communicate;
R1 accepts the project unless he learns that it is of low quality and R2 never
accepts the project (y∗F1 6= 0; y∗F2 = 0; x∗F 6= 0; z∗1 = A unless r = rL; and
z∗2 = A iff r = rH).

In this equilibrium, the agents’ utilities are the following:

UR1 = αrH + (1− x∗F y∗F1 )(1− α)rL − CR(y
∗F
1 ) + βR1((1− x∗F y∗F1 (1− α))s− CS(x

∗F ))

UR2 = −βR2CS(x
∗F )

US = λ(1− x∗F y∗F1 (1− α))s− CS(x
∗F ) + βSλ

(
αrH + (1− x∗F y∗F1 )(1− α)rL − CR(y

∗F
1 )

)
Therefore, R1’s and S’s optimal efforts are a function of:

∂CR(y∗F1 )

∂y1
= x∗F (1− α)(−rL − βR1s)

∂CS(x∗F )

∂x
= λy∗F1 (1− α)(−s− βSrL)

Before stating and proving the conditions of existence of the equilibrium F,
let me define the variables that determine the lower and the upper bounds of
the interval of α in which this equilibrium exists.

α∗∗∗F
R1 = 1− R(y∗F1 )

x∗F y∗F1 (−rL − βR1s)
; α∗∗∗F

S = 1− CS(x∗F )

x∗Fλy∗F1 (−s− βSrL)

α∗∗F
R2 =

CR(ydev2 )

x∗F ydev2 (rH + βR2s)
with

∂CR(ydev2 )

∂y2
= x∗Fα(rH + βR2s)

If R1 exerts a strictly positive effort y∗F1 with z1 = A unless r = rL, if R2
does not communicate with z2 = A iff r = rH , and if βS >

s
−rL , the variable

α∗∗∗F
S represents the maximum congruence parameter under which S does not

deviate from this equilibrium to a zero communication effort.
If S exerts a strictly positive effort x∗F , if z1 = A unless r = rL and if

βR1 < − rLs , the variable α∗∗∗F
R1 represents the maximum congruence parameter

under which R1 does not deviate from this equilibrium to a zero communication
effort with z1 = A unless r = rL.

If S exerts a strictly positive effort x∗F , if z2 = A iff r = rH and if βR2 >
−rH
s ,

the variable α∗∗F
R2 represents the minimum congruence parameter above which R2

does not deviate from this equilibrium to a strictly positive effort with z2 = A
iff r = rH .
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The equilibrium F exists provided that the following conditions hold:

i)α∗
R1 ≤ α ≤ min

{
α∗∗∗F
S ;α∗∗∗F

R1 ; α∗
R2

}
ii)α ≤ α∗∗F

R2 if βR2 > −
rH
s
OR βR2 ≤ −

rH
s

iii)βR1 <
−rL
s

and βS >
s

−rL

Proof. The proof follows the same reasoning as when S knows the receiver’s
social preferences.

Notice first that this equilibrium exists only if βS > s
−rL and βR1 <

−rL
s .

Both conditions must hold in order for S and R1 to communicate in this equilib-

rium: ∂CS(x∗F )
∂x = (1−α)λy∗F1 (−s−βSrL) > 0 and

∂CR(y∗F1 )
∂y1

= x∗F (1−α)(−rL−
βR1s) > 0.

The equilibrium F exists provided that the following conditions hold:
1) S does not deviate to x = 0 provided that α ≤ α∗∗∗F

S .
2) R1 does not deviate to y1 = 0 and z1 = A unless r = rL provided that

α ≤ α∗∗∗F
R1 .

3)a) R1 does not deviate to y1 6= 0 and z1 = A iff r = rH provided that
α ≥ α∗

R1.
b) R2 does not deviate to y2 = 0 and z2 = A unless r = rL α ≤ α∗

R2.
4) R1 does not deviate to the strategy y1 = 0 and z1 = A iff r = rH provided

that:

UR1(y∗F1 ;x∗F ; z∗1 = A unless r = rL) ≥ UR1(y1 = 0;x∗F ; z1 = A unless r = rL)

≥ UR1(y1 = 0;x∗F ; z1 = A iff r = rH)

The first inequality holds if α ≤ α∗∗∗F
R1 and βR1 < − rLs , see point 2) and the

preliminary point. The second inequality holds if α ≥ α∗
R1, see point 3)a).

Therefore, when α ≤ α∗∗∗F
R1 , βR1 < − rLs and α ≥ α∗

R1, R1 does not deviate to
the strategy y1 = 0 and z1 = A iff r = rH .

5) Notice first that if βR2 ≤ − rHs , R2 does not deviate to a strictly positive

effort with z2 = A iff r = rH :
∂CR(ydev2 )

∂y2
= x∗Fα(rH + βR2s) ≤ 0.

If βR2 > − rHs , R2 does not deviate to ydev2 and z2 = A iff r = rH provided
that α ≤ α∗∗F

R2 .
6) R2 does not deviate to the strategy z2 = A unless r = rL with y2 6= 0

provided that:

UR2(y∗F2 = 0; x∗F ; z∗2 = A iff r = rH) ≥ UR2(y2 6= 0; x∗F ; z2 = A iff r = rH)

≥ UR2(y2 6= 0; x∗F ; z2 = A unless r = rL)

The first inequality holds if one of the two following conditions hold: i) α ≤ α∗∗F
R2

if βR2 > − rHs ; or ii) βR2 ≤ − rHs , see point 5). The second inequality holds if
α ≤ α∗

R2, see point 3)b).
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L.3 Equilibrium G

In this equilibrium, R1 does not communicate while S and R2 communicate; R1
always accepts the project while R2 accepts the project if and only if he learns
that it is of high quality (y∗G1 = 0; y∗G2 6= 0; x∗G 6= 0; z∗1 = A unless r = rL and
z∗2 = A iff r = rH).

In this equilibrium, the agents’ utilities are the following:

UR1 = αrH + (1− α)rL + βR1(s− CS(x∗G))

UR2 = x∗Gy∗G2 αrH − CR(y∗G2 ) + βR2(x∗Gy∗G2 αs− CS(x∗G))

US = λs+ x∗G(1− λ)y∗G2 αs− CS(x∗G)

+ βS
(
λ (αrH + (1− α)rL) + (1− λ)(x∗Gy∗G2 αrH − CR(y∗G2 ))

)
Therefore, R2’s and S’s optimal efforts are a function of:

∂CR(y∗G2 )

∂y2
= x∗Gα(rH + βR2s)

∂CS(x∗G)

∂x
= (1− λ)y∗G2 α(s+ βSrH)

Before stating and proving the conditions of existence of the equilibrium
3.D, let me define the variables that determine the lower and the upper bounds
of the interval of α in which this equilibrium exists.

α∗∗G
R2 =

CR(y∗G2 )

x∗Gy∗G2 (rH + βR2s)
; α∗∗G

S =
CS(x∗G)

x∗G(1− λ)y∗G2 (s+ βSrH)

α∗∗∗G
R1 = 1− CR(ydev1 )

x∗Gydev1 (−rL − βR1s)
with

∂CR(ydev1 )

∂y1
= x∗G(1− α)(−rL − βR1s)

If R2 exerts a strictly positive effort y∗G2 with z2 = A iff r = rH , if R1 does
not communicate with z1 = A unless r = rL, and if βS >

s
−rH , the variable α∗∗G

S

represents the minimum congruence parameter above which S does not deviate
from this equilibrium to a zero communication effort.

If S exerts a strictly positive effort x∗G, if z1 = A unless r = rL, and if
βR1 < − rLs , the variable α∗∗∗G

R1 represents the maximum congruence parameter
under which R1 does not deviate from this equilibrium to a strictly positive
communication effort with z1 = A unless r = rL.

If S exerts a strictly positive effort x∗G, if z2 = A iff r = rH and if βR2 >
−rH
s ,

the variable α∗∗G
R2 represents the minimum congruence parameter above which

R2 does not deviate from this equilibrium to a zero effort with z2 = A iff r = rH .
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The equilibrium G exists provided that the following conditions hold:

i) max
{
α∗∗G
R2 ; α∗∗G

S ; α∗
R1

}
≤ α ≤ α∗

R2

ii)α ≥ α∗∗∗G
R1 if βR1 <

−rL
s

OR βR1 ≥
−rL
s

iii)− s

rH
< βS and −

rH
s
< βR2

Proof. Notice first that this equilibrium exists only if βS > − s
rH

and
βR2 > − rHs . Both conditions must hold in order for S and R2 to communicate

in this equilibrium: ∂CS(x∗G)
∂x = (1 − λ)y∗G2 α(s + βSrH) > 0 and

∂CR(y∗G2 )
∂y2

=

x∗Gα(rH + βR2s) > 0.

The equilibrium G exists provided that the following conditions hold:
1) a) S does not deviate to x = 0 provided that α ≥ α∗∗G

S .
b) R2 does not deviate to y2 = 0 and z2 = A iff r = rH provided that

α ≥ α∗∗G
R2 .

2) a) R1 does not deviate to y1 = 0 and z1 = A iff r = rH provided that
α ≥ α∗

R1.
b) Similarly, R2 does not deviate to z2 = A unless r = rL with y2 6= 0

provided that α ≤ α∗
R2.

3) Notice first that if βR1 ≥ −rL
s , R1 does not deviate to a strictly positive

effort with z1 = A unless r = rL:
∂CR(ydev1 )

∂y1
= x∗G(1− α)(−rL − βR1s) ≤ 0.

If βR1 <
−rL
s , R1 does not deviate to ydev1 and z1 = A unless r = rL provided

that:

UR1(y∗G1 = 0; x∗G; z∗1 = A unless r = rL) ≥ UR1(ydev1 ;x∗G; z1 = A unless r = rL)

⇔ αrH + (1− α)rL + βR1(s− CS(x∗G)) ≥ x∗Gydev1 αrH + (1− x∗Gydev1 )

(αrH + (1− α)rL)− CR(ydev1 ) + βR1(x∗Gydev1 αs+ (1− x∗Gydev1 )s− CS(x∗G))

⇔ α ≥ 1− R(ydev1 )

x∗Gydev1 (−rL − βR1s)
= α∗∗∗G

R1

4) a) R1 does not deviate to y1 6= 0 and z1 = A iff r = rH provided that:

UR1(y∗G1 = 0; x∗G; z1 = A unless r = rL) ≥ UR1(y1 6= 0; x∗G; z1 = A unless r = rL)

≥ UR1(y1 6= 0; x∗G; z1 = A iff r = rH)

The first inequality holds if α ≥ α∗∗∗G
R1 and βR1 < − rLs , or if βR1 ≥ − rLs , see

point 2). The second inequality holds if α ≥ α∗
R1, see point 1)c).

b) R2 does not deviate to the strategy z2 = A unless r = rL with y2 = 0
provided that:

UR2(y∗G2 ; x∗G; z∗2 = A iff r = rH) ≥ UR2(y2 = 0; x∗G; z2 = A iff r = rH)

≥ UR2(y2 = 0; x∗G; z2 = A unless r = rL)

The first inequality holds if α ≥ α∗∗G
R2 and βR2 > − rHs , see point 1)b). The

second inequality holds if α ≤ α∗
R2, see point 4)a).
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M Proof of proposition 6

Before prooving this proposition, let me state the utilities and the efforts of both
agents, who are assumed to be selfish, in this equilibrium:

UR = αx∗Hy∗HrH − CR(y∗H)

US = αx∗Hy∗Hs− CS(x∗H)

with
∂CR(y∗H)

∂y
= x∗HαrH

and
∂CS(x∗H)

∂x
= y∗Hαs

This equilibrium exists provided that the following conditions hold:
1) a) R does not deviate to y = 0 with z = A iff r = rH ;

b) S does not deviate to x = 0 with T = H;
2) S does not deviate to T = L;
3) R does not deviate to z = A unless r = rL.

1) a) R does not deviate to y = 0 with z = A iff r = rH provided that:

UR(y∗H ; x∗H ; T ∗ = H; z∗ = A iff r = rH) ≥ UR(y = 0; x∗H ; T ∗ = H; z∗ =

A iff r = rH)⇔ x∗Hy∗HαrH − CR(y∗H) ≥ 0⇔ α ≥ CR(y∗H)

x∗Hy∗HrH

b) S does not deviate to x = 0 with T = H provided that:

US(x∗H ; y∗H ; T ∗ = H; z∗ = A iff r = rH) ≥ US(x = 0; y∗H ; T ∗ = H; z∗ =

A iff r = rH)⇔ x∗Hy∗Hαs− CS(x∗H) ≥ 0⇔ α ≥ CS(x∗H)

x∗Hy∗Hs

2) When S deviates to T = L, R deviates after the communication to z = A
unless r = rL provided that:

UR(yH ; x; T = L; z∗ = A iff r = rH) ≥ UR(yH ; x; T = L; z = A unless r =

rL)⇔ −CR(y∗H) ≥ αrH + (1− xy∗H)(1− α)rL − CR(y∗H)

When S deviates to T = L, S’s utility is given by:

US(yH ; x; T = L; z = A unless r = rL) = s(1− xy∗H(1− α))− CS(x)

Notice first that if α > −rL
rH−rL , S always prefers not to communicate and R

always prefers to choose z = A unless r = rL.
Because S’s utility is decreasing in x when S deviates to T = L and when

R chooses z = A unless r = rL, if α < −rL
rH−rL , S chooses the lowest strictly
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positive effort xdev = −αrH−(1−α)rL
−y∗H(1−α)rL that convinces R to choose z = A unless

r = rL instead of z = A iff r = rH :

UR(y∗H ; T = L; z = A unless r = rL) = UR(y∗H ; T = L; z = A iff r = rH)

⇔αrH + (1− xdevy∗H)(1− α)rL − CR(y∗H) = −CR(y∗H)

⇔xdev =
−αrH − (1− α)rL
−y∗L(1− α)rL

This optimal effort xdev should be strictly higher than 0:

⇔−αrH − (1− α)rL
−y∗H(1− α)rL

> 0

⇔α < −rL
rH − rL

This optimal effort x∗L should also be lower than 1:

⇔−αrH − (1− α)rL
−y∗H(1− α)rL

≤ 1

⇔α ≥ −(1− y∗H)rL
rH − (1− y∗H)rL

When S deviates to T = L, S prefers that R chooses z = A unless r = rL to
z = A iff r = rH provided that:

US(xdev; y∗H ; T = L; z = A unless r = rL) ≥ US(x = 0; y∗H ; T = L; z = A

iff r = rH)⇔ s(1− xdevy∗H(1− α))− CS(xdev) ≥ 0⇔ α ≥ 1 +
CS(xdev)− s
xdevy∗Hs

a) If α ≥ 1 + CS(xdev)−s
xdevy∗Hs

and if α ≥ −(1−y∗H)rL
rH−(1−y∗H)rL

, S does not deviate to

T = L provided that:

US(x∗H ; y∗H ; T ∗ = H; z∗ = A iff r = rH) ≥ US(xdev; y∗H ; T = L; z = A

unless r = rL)⇔ x∗Hy∗Hαs− CS(x∗H) ≥ s(1− xdevy∗H(1− α))− CS(xdev)

Since α ≥ CR(y∗H)
x∗Hy∗HrH

(see condition 1)a)), the condition α ≥ −(1−y∗H)rL
rH−(1−y∗H)rL

is

not needed.
b) if α ≤ 1 + CS(xdev)−s

xdevy∗Hs
, S does not deviate to T = L provided that:

US(x∗H ; y∗H ; T ∗ = H; z∗ = A iff r = rH) ≥ US(x = 0; y∗H ; T = L; z = A

iff r = rH)⇔ x∗Hy∗Hαs− CS(x∗H) ≥ 0⇔ α ≥ CS(x∗H)

x∗Hy∗Hs

This is the same condition as point 2b.
3) Notice first that if S exerts a strictly positive effort with T = H and if

z = A unless r = rL, R strictly prefers not to communicate than to exert a
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strictly positive effort. Likewise, if S exerts a strictly positive effort with T = L
and if z = A iff r = rH , R strictly prefers not to communicate than to exert a
strictly positive effort.

R does not deviate to z = A unless r = rL with y = 0 provided that:

UR(y
∗H ; x∗H ; T ∗ = H; z∗ = A iff r = rH) ≥ UR(y = 0;x∗H ;T ∗ = H; z = A unless

r = rL)⇔ x∗Hy∗HαrH − CR(y
∗H) ≥ αrH + (1− α)rL

⇔ α ≤ −rL − CR(y
∗H)

rH(1− x∗Hy∗H)− rL

The variable −rL−CR(y∗H)
rH(1−x∗Hy∗H)−rL is higher than the variable −rL

rH−rL provided

that:

−rL − CR(y∗H)

rH(1− x∗y∗H)− rL
≥ −rL
rH − rL

⇔CR(y∗H)(rH − rL) ≤ x∗Hy∗H(−rL)rH

⇔ CR(y∗H)

x∗Hy∗HrH
≤ −rL
rH − rL

This equilibrium exists only if CR(y∗H)
x∗Hy∗HrH

≤ −rL
rH−rL . The variable −rL−CR(y∗H)

rH(1−x∗Hy∗H)−rL
has therefore no impact on the conditions of existence of this equilibrium.

N Proof of the proposition 7

Before prooving this proposition, let me state the utilities and the efforts of both
agents, who are assumed to be selfish, in this equilibrium:

UR = αrH + (1− x∗Ly∗L)(1− α)rL − CR(y∗L)

US = s
(
1− x∗Ly∗L(1− α)

)
− CS(x∗L)

with
∂CR(y∗L)

∂y
= −x∗L(1− α)rL

and x∗L =
−αrH − (1− α)rL + CR(y∗L)

−y∗L(1− α)rL

This equilibrium exists provided that the following conditions hold:
1) R does not deviate to z = A iff r = rH with y = 0 or y 6= 0;
2) R does not deviate to y = 0 with z = A unless r = rL;
3) S does not deviate to:

a) another level of communication with T = L;
b) T = H

1) Notice first that if S exerts a strictly positive effort with T = L and if
z = A iff r = rH , R strictly prefers not to communicate than to exert a strictly
positive effort.

33



In this equilibrium, a selfish sender chooses the lowest strictly positive effort
x∗L with T ∗ = L that convinces R to choose z∗ = A unless r = rL and y∗L

instead of z = A iff r = rH with y = 0:

UR(y∗L; T ∗ = L; z∗ = A unless r = rL) = UR(y = 0; T ∗ = L; z = A iff

r = rH)⇔ αrH + (1− x∗y∗L)(1− α)rL − CR(y∗L) = 0

⇔x∗L =
−αrH − (1− α)rL + CR(y∗L)

−y∗L(1− α)rL

When x = 0, R chooses z = A iff r = rH instead of z = A unless r = rL.
Otherwise, it is no more optimal for S to choose a strictly positive effort:

UR(x = 0; z = A unless r = rL) < UR(x = 0; z = A iff r = rH)

⇔αrH + (1− α)rL < 0⇔ α <
−rL

rH − rL
This optimal effort x∗L should be strictly higher than 0:

⇔−αrH − (1− α)rL + CR(y∗L)

−y∗L(1− α)rL
> 0

⇔α < CR(y∗L)− rL
rH − rL

This optimal effort x∗L should also be lower than 1:

⇔−αrH − (1− α)rL + CR(y∗L)

−y∗L(1− α)rL
≤ 1

⇔α ≥ CR(y∗L)− (1− y∗L)rL
rH − (1− y∗L)rL

2) R does not deviate to y = 0 with z = A unless r = rL provided that:

UR(y∗L; x∗L; T ∗ = L; z∗ = A unless r = rL) ≥ UR(y = 0; x∗L; T ∗ = L; z = A

unless r = rL)⇔ αrH + (1− x∗y∗L)(1− α)rL − CR(y∗L) ≥ αrH + (1− α)rL

⇔ α ≤ −rL
rH − rL

3) a) Because S’s utility is decreasing in x for x ≥ x∗L, S never chooses a

higher level of effort than x∗L = −αrH−(1−α)rL+CR(y∗L)
−y∗L(1−α)rL . S does not deviate to a

lower level of effort because otherwise R deviates to a zero effort with z = A iff
r = rH (see point 1)).

b) When S deviates to T = H, R strictly prefers to choose z = A iff r = rH
instead of z = A unless r = rL:

UR(T = H; x; y∗L; z = A iff r = rH) ≥ UR(T = H; x; y∗L; z = A unless r = rL)

⇔ xy∗LαrH︸ ︷︷ ︸
≥0

−CR(y∗L) ≥ αrH + (1− α)rL︸ ︷︷ ︸
≤0

−CR(y∗L)
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When S deviates to T = H, S prefers to exert a strictly positive effort

xdev
(
∂CS(xdev)

∂x = y∗Lαs
)

provided that:

US(T = H; xdev; y∗L; z = A iff r = rH) ≥ US(T = H; x = 0; y∗L; z = A iff

r = rH)⇔ xdevy∗Lαs− CS(xdev) ≥ 0⇔ α ≥ CS(xdev)

xdevy∗Ls

If α ≥ CS(xdev)
xdevy∗Ls

, S does not deviate to a strictly positive communication effort
with T = H provided that:

US(T ∗ = L; x∗L; y∗L; z∗ = A unless r = rL)

≥ US(T = H; xdev; y∗L; z = A iff r = rH)

⇔ s(1− x∗Ly∗L(1− α))− CS(x∗L) ≥ xdevy∗Lαs− CS(xdev)

If α < CS(xdev)
xdevy∗Ls

, S does not deviate to zero effort provided that:

US(T ∗ = L; x∗L; y∗L; z∗ = A unless r = rL)

≥ US(T = H; x = 0; y∗L; z = A iff r = rH)

⇔ s(1− x∗Ly∗L(1− α))− CS(x∗L) ≥ 0

⇔ α ≥ −rLCS(x∗L) + CR(y∗L)s

srH

O Proof of proposition 8

- In the equilibrium I, both agents communicate; R1 accepts the project
unless he learns that his revenue from the project is low while R2 accepts
the project if and only if he learns that his revenue from the project is high
(y∗1 6= 0; y∗2 6= 0; z∗1 = A unless r1 = rL and z∗2 = A iff r2 = rH).

Before proving this proposition, let me state the utilities of both agents in
this equilibrium:

U1 = p∗2 α2(α1rH + (1− p∗1)(1− α1)rL)− C1(y∗1)

U2 = p∗2 α2(1− p∗1 (1− α1))rH − C2(y∗2)

with y∗1 = arg max
y1

U1(y1; y∗2 ; z∗1 = A unless r1 = rL; z∗2 = A iff r2 = rH); and

y∗2 = arg max
y2

U2(y2; y∗1 ; z∗1 = A unless r1 = rL; z∗2 = A iff r2 = rH)

This equilibrium exists provided that the following conditions hold:
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1)a) R1 does not deviate to y1 6= 0 with z1 = A iff r1 = rH provided that:

U1(y1 6= 0; y∗2 ; z∗1 = A unless r1 = rL; z∗2 = A iff r2 = rH)

≥ U1(y1 6= 0; y∗2 ; z1 = A iff r1 = rH ; z∗2 = A iff r2 = rH)

⇔p2 α2(α1rH + (1− p1)(1− α1)rL)− C1(y1) ≥ p1 p2 α1 α2rH − C1(y1)

⇔α1 ≥
−rL

rH − rL

b) R2 does not deviate to y2 6= 0 with z2 = A unless r2 = rL provided that:

U2(y2 6= 0; y∗1 ; z∗1 = A unless r1 = rL; z∗2 = A iff r2 = rH)

≥ U2(y2 6= 0; y∗1 ; z∗1 = A unless r1 = rL; z2 = A unless r2 = rL)

⇔(1− p1(1− α1))p2 α2rH − C2(y2) ≥ (1− p1(1− α1))(α2rH + (1− p2)(1− α2)

rL)− C2(y2)⇔ α2 ≤
−rL

rH − rL

2) R2 does not deviate to a zero communication with z2 = A iff r2 = rH
provided that:

U2(y∗2 ; y∗1 ; z∗1 = A unless r1 = rL; z∗2 = A iff r2 = rH)

≥ U2(y2 = 0; y∗1 ; z∗1 = A unless r1 = rL; z2 = A iff r2 = rH)

⇔ p∗2 α2(1− p∗1(1− α1))rH − C2(y∗2) ≥ 0⇔ α2 ≥
C2(y∗2)

p∗2(1− p∗1(1− α1))rH

3) R1 does not deviate to a zero communication (with z1 = A unless r = rL
or z1 = A iff r = rH) provided that:

U1(y∗1 ; y∗2 ; z∗1 = A unless r1 = rL; z∗2 = A iff r2 = rH)

≥ U1(y1 = 0; y∗2 ; z∗2 = A iff r2 = rH)

⇔ p∗2 α2(α1rH + (1− p∗1)(1− α1)rL)− C1(y∗1) ≥ 0

⇔ α1 ≥
C1(y

∗
1 )

p∗2 α2
− (1− p∗1)rL

rH − (1− p∗1)rL

4) R2 does not deviate to a zero communication with z2 = A unless r2 = rL
provided that:

U2(y∗2 ; y∗1 ; z∗2 = A iff r2 = rH ; z∗1 = A unless r1 = rL)

≥U2(y2 = 0; y∗1 ; z2 = A iff r2 = rH ; z∗1 = A unless r1 = rL)

≥U2(y2 = 0; y∗1 ; z2 = A unless r2 = rL; z∗1 = A unless r1 = rL)

The first inequality holds if α2 ≥ C2(y
∗
2 )

p∗2(1−p∗1(1−α1))rH
, see point 2). The second

inequality holds if α2 ≤ −rL
rH−rL , see point 1)b).
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- In the equilibrium II, both agents communicate, R1/R2 accepts the
project unless he learns that his revenue from the project is low (y∗1 6= 0; y∗2 6= 0;
z∗1 = A unless r1 = rL and z∗2 = A unless r2 = rL).

Before proving this proposition, let me state the utilities of both agents in
this equilibrium:

U1 = (1− p∗2 (1− α2))(α1rH + (1− p∗1)(1− α1)rL)− C1(y∗1)

U2 = (1− p∗1 (1− α1))(α2rH + (1− p∗2)(1− α2)rL)− C2(y∗2)

with y∗1 = argy1max U1(y1; y∗2 ; z∗1 = A unless r1 = rL; z∗2 = A unless r2 = rL);

and y∗2 = argy2max U2(y2; y∗1 ; z∗1 = A unless r1 = rL; z∗2 = A unless r2 = rL)

This equilibrium exists provided that the following conditions hold:
1)a) R1 does not deviate to y1 6= 0 with z1 = A iff r1 = rH provided that

α1 ≥ −rL
rH−rL .

b) R2 does not deviate to y2 6= 0 with z2 = A iff r2 = rH provided that
α2 ≥ −rL

rH−rL .
2)a) R2 does not deviate to a zero communication with z2 = A unless r2 = rL

provided that:

U2(y∗2 ; y∗1 ; z∗1 = A unless r1 = rL; z∗2 = A unless r2 = rL)

≥ U2(y2 = 0; y∗1 ; z∗1 = A unless r1 = rL; z2 = A unless r2 = rL)

⇔ (1− p∗1 (1− α1))(α2rH + (1− p∗2)(1− α2)rL)− C2(y∗2) ≥ α2rH + (1− α2)rL

⇔ α1 ≥ 1 +
C2(y∗2) + p∗2(1− α2)rL

p∗1(α2rH + (1− α2)rL(1− p∗2))

⇔ α2 ≤
−p∗2rL − p∗1 (1− α1)rL(1− p∗2)− C2(y∗2)

p∗1 (1− α1)rH − p∗1 (1− α1)rL(1− p∗2)− p∗2rL

2)b) Similarly, R1 does not deviate to a zero communication with z1 = A
unless r = rL provided that:

⇔ α2 ≥ 1 +
C1(y∗1) + p∗1(1− α1)rL

p∗2(α1rH + (1− α1)rL(1− p∗1))

⇔ α1 ≤
−p∗1rL − p∗2 (1− α2)rL(1− p∗1)− C1(y∗1)

p∗2 (1− α2)rH − p∗2 (1− α2)rL(1− p∗1)− p∗1rL

3)a) R1 does not deviate to a zero communication with z1 = A iff r1 = rH
provided that:

U1(y∗1 ; y∗2 ; z∗1 = A unless r1 = rL; z∗2 = A unless r2 = rL)

≥U1(y1 = 0; y∗2 ; z1 = A unless r1 = rL; z∗2 = A unless r2 = rL)

≥U1(y1 = 0; y∗2 ; z1 = A iff r1 = rH ; z∗2 = A unless r2 = rL)

The first inequality holds if α1 ≤ −p∗1rL−p∗2 (1−α2)rL(1−p∗1)−C1(y
∗
1 )

p∗2 (1−α2)rH−p∗2 (1−α2)rL(1−p∗1)−p∗1rL
, see point

2)b). The second inequality holds if α1 ≥ −rL
rH−rL , see point 1)a).
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b) R2 does not deviate to a zero communication with z2 = A unless r2 = rL
provided that:

U2(y∗2 ; y∗1 ; z∗2 = A unless r2 = rL; z∗1 = A unless r1 = rL)

≥U2(y2 = 0; y∗1 ; z2 = A unless r2 = rL; z∗1 = A unless r1 = rL)

≥U2(y2 = 0; y∗1 ; z2 = A iff r2 = rH ; z∗1 = A unless r1 = rL)

The first inequality holds if α2 ≤ −p∗2rL−p∗1 (1−α1)rL(1−p∗2)−C2(y
∗
2 )

p∗1 (1−α1)rH−p∗1 (1−α1)rL(1−p∗2)−p∗2rL
, see point

2)a). The second inequality holds if α2 ≥ −rL
rH−rL , see point 1)b).

- In the equilibrium III, both agents communicate, R1/R2 accepts the
project if and only if he learns that his revenue from the project is high (y∗1 6=
0; y∗2 6= 0; z∗1 = A iff r1 = rH and z∗2 = A iff r2 = rH).

Before proving this proposition, let me state the utilities of both agents in
this equilibrium:

U1 = p∗1 p
∗
2 α1α2rH − C1(y∗1)

U2 = p∗1 p
∗
2 α1α2rH − C2(y∗2)

with y∗1 = argy1max U1(y1; y∗2 ; z∗1 = A iff r1 = rH ; z∗2 = A iff r2 = rH);

and y∗2 = argy2max U2(y2; y∗1 ; z∗1 = A iff r1 = rH ; z∗2 = A iff r2 = rH)

This equilibrium exists provided that the following conditions hold:
1)a) R1 does not deviate to y1 6= 0 with z1 = A unless r1 = rL provided

that α1 ≤ −rL
rH−rL .

b) R2 does not deviate to y2 6= 0 with z2 = A unless r2 = rL provided that
α2 ≤ −rL

rH−rL .
2)a) R1 does not deviate to a zero communication with z1 = A iff r1 = rH

provided that:

U1(y∗1 ; y∗2 ; z∗1 = A iff r1 = rH ; z∗2 = A iff r2 = rH)

≥ U1(y1 = 0; y∗2 ; z1 = A iff r1 = rH ; z∗2 = A iff r2 = rH)

⇔ p∗1 p
∗
2 α1α2rH − C1(y∗1) ≥ 0

⇔ α1 ≥
C1(y∗1)

p∗1 p
∗
2 α2rH

2)b) Similarly, R2 does not deviate to a zero communication with z2 = A iff

r2 = rH provided that α2 ≥ C2(y
∗
2 )

p∗1 p∗2 α1rH
.

3)a) R1 does not deviate to a zero communication with z1 = A unless r1 = rL
provided that:

U1(y∗1 ; y∗2 ; z∗1 = A iff r1 = rH ; z∗2 = A iff r2 = rH)

≥U1(y1 = 0; y∗2 ; z1 = A iff r1 = rH ; z∗2 = A iff r2 = rH)

≥U1(y1 = 0; y∗2 ; z1 = A unless r1 = rL; z∗2 = A iff r2 = rH)
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The first inequality holds if α1 ≥ C1(y
∗
1 )

p∗1 p∗2 α2rH
, see point 2)a). The second in-

equality holds if α1 ≤ −rL
rH−rL , see point 1)a).

b) R2 does not deviate to a zero communication with z2 = A unless r2 = rL
provided that:

U2(y∗2 ; y∗1 ; z∗2 = A iff r2 = rH ; z∗1 = A iff r1 = rH)

≥U2(y2 = 0; y∗1 ; z2 = A iff r2 = rH ; z∗1 = A iff r1 = rH)

≥U2(y2 = 0; y∗1 ; z2 = A unless r2 = rL; z∗1 = A iff r1 = rH)

The first inequality holds if α2 ≥ C2(y
∗
2 )

p∗1 p∗2 α1rH
, see point 2)b). The second in-

equality holds if α2 ≤ −rL
rH−rL , see point 1)b).
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